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Introduction

Aiming at seeing to it that everyone obtains the rich rewards available in
today’s information-centred realities, this book sets out to help ensure that the
myriad changing and pressing information needs people have are actually met
by the unbelievable cornucopia of information resources surrounding us 24/7
in the office, home, coffee bar, place of recreation and train. A timely under-
taking indeed, for there is good deal of evidence to suggest that in the ‘Infor-
mation Wild West’ in which we find ourselves, there is a growing risk of
information systems running wild — and running free of the information
seeker. For, ironically enough, whilst the information that flows continuously
through society now should be its lifeblood, people’s understanding, appre-
ciation and evaluation of it seems to have become materially poorer. In fact,
members of today’s information society, happily exercising their new-found
options in the internet-redefined and vastly widened virtual information space,
seem to manifest a dumbing down in their information-seeking and reading
behaviour. This not in the least because the very act of switching the infor-
mation tap on to everyone inevitably took the information professional out of
the information equation. To coin a phrase, everyone has become a librarian,
but, unfortunately, few people know how to behave like a librarian; instead
they behave like e-shoppers.

This book constitutes a small step towards avoiding the disaster looming
on our horizons in result of this behaviour. It does this in two ways. Firstly, by
providing information professionals and information service providers with a
framework for information needs analysis, which, based as it is on the insights
gained from research projects involving hundreds of thousands of people, is
firmly grounded in theory, but, nevertheless, highly practical. Thus, the fra-
mework, enabling as it does the ongoing assessment of people’s information
needs, should help information mediators to provide better services and greater
support to their customers. Secondly, by spreading professional thinking and
practices to today’s new librarians, the digital consumers, which should ensure
that they (and their families and communities) are better placed to meet their
information needs on their own.

Since the last edition of this book the digital transition has moved at such a
pace that we had to consider at the outset at whom this book is actually
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2 Introduction

aimed. This is because the potential audience for the book has expanded
hugely in size and character. Librarians, the professional group for whom the
book was originally intended, are still a key audience. In fact, for them knowl-
edge of information needs has become even more crucial, because without it
the digital transition will see them decoupled from their increasingly digital
and anonymous users, which would amount to professional suicide (some-
thing we will look into in more detail later). However, the professional audi-
ence for the book has grown substantially because the internet has been busy
blowing-up and re-drawing the boundaries between professional groups. The
once-neat demarcation lines that existed between librarians, archivists, records
managers, journalists and publishers have become obscured as information
consumers (and professions) use their recently found freedom to relocate
themselves and their activities in the virtual information space. Most notably,
publishers now build and operate digital libraries and librarians now get
involved in publishing via open access journals and institutional repositories.
Thus, more professions are concerned with information needs, and some of
them are relatively new to it. It is in recognition of this that we have changed
our vocabulary throughout, referring to information professionals, rather
than just librarians.

Perhaps even more significantly, the digital transition has led to the general
public (end-users in the old parlance) being involved in matters once the
exclusive preserve of the librarian or archivist. Indeed, in many respects, every-
one is a librarian or archivist now: we all search for information ourselves,
have at our beck and call vast amounts of data, are responsible for the orga-
nisation and archiving of information and even search for it on the behalf of
others, as is the case with parents and carers. It follows, then, that everyone
will have to sort out their own information needs (and those of their family
and friends, too), if they are to really benefit from the information abundance
available to them. It might be that information professionals will be able to
help them here by teaching information needs analysis as part of digital and
information literacy classes. In any case, the likes of the amateur scholar, stu-
dent, academic, concerned parent, home worker and informed patient might
find it useful to dip into particular parts of the book, especially the section on
the information needs analysis framework, where we explain how individuals’
information needs might be articulated to ensure positive information out-
comes. While the section is lengthy in its explanation of the various char-
acteristics of need, this does not mean that employing the framework on a
daily basis is a long and laborious task, for it is just the initial understanding
that takes the time. Thus, once the form of analysis has been mastered, then
the various aspects shrink into a headings check list that can be mentally
brought out for the strategic search.

Altogether, there are six sections to the book. The first section explains why
information needs assessments are so important both for information profes-
sionals and, on a different level, for individual information consumers. The
second section defines and maps out the terrain, delineating the whole
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Introduction 3

information process. The various stages of the information-seeking and find-
ing process — from need to use or consumption — are ordered and described.
The key terms that are associated with the study of information consumption
are defined and discussed, not to be pedantic, but to clarify what is being studied.
Section three — in many ways the core section, lays out the essential character-
istics of information need. The 11 characteristics, which combine together to
form a comprehensive evaluatory framework, are identified and described:
subject, function, nature, intellectual level, viewpoint, quantity, quality/authority,
date/currency, speed of delivery, place of publication/origin, and processing
and packaging. Section four examines the factors involved in people’s deci-
sions to start gathering data in response to a problem, perceived as calling for
additional information, and the ways and means they choose for the purpose.
Section five is somewhat different in nature from the earlier chapters. It pro-
vides a review of the available data collection methods, not in any attempt to
give instant ‘how to do it yourself” instructions for those wishing to conduct
needs/consumer studies, but in order to provide a basic understanding for anyone
interested in the significance of a particular information needs exploration.
The book ends with a call to information professionals to fulfil their part in
providing for the enfranchisement in information terms of today’s enthusiastic
digital consumer.
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Why undertake information needs
assessments?

The user-oriented holistic approach to the development of information sys-
tems and services has been strongly advocated by the vast majority of infor-
mation studies researchers for quite some time now (for extensive reviews of
the literature on the subject see Dervin and Nilan, 1986; Hewins, 1990; Pettigrew
et al., 2001). Indeed, according to Stefl-Mabry et al. (2003, 441) ‘user-centred
design has become an established goal of much of the work in information
science’. Practice, however, seems to lag (far) behind theory where the actual
set up, evaluation and auditing of information provision systems are con-
cerned. As Pettigrew et al. (2001) point out, the realisation that information
systems and services should be designed to support information behaviour
and that the design of such systems should be based on our understanding
of this behaviour, has not often led to the forging of a direct link from the
study of information needs and behaviour to information provision specifica-
tions or practice. Thus, information professionals may be forever paying what
is really not much more than lip service to the ‘user’, but while space-age
information systems grace our desk tops, information centres and libraries, we
still do not use suitably modern and effective management methods to ensure
that these systems are providing their customers with what they need and
want. To say that information systems are largely free from consumer eva-
luation and are seldom challenged with user needs or usage data, would be to
exaggerate, but not by very much. Rarely are high-quality data fed into the
design, evaluation and running of information systems, like intranets, libraries
and websites.

It is hardly surprising, then, to find that people in the information profes-
sions, alert as they are to the technical changes that have taken place in
the virtual information space, are nevertheless going about their business as
if nothing really fundamental has happened to their clients, the users-cum-
consumers. Indeed, contrary to what is plainly there for all to see, they seem
to believe that the digital information consumers of today are no different
from the ‘library patrons’ or ‘readers’ of yore. However, as we have noted
elsewhere (Nicholas et al., 2008b), these days information professionals are
confronted with an entirely different breed of information seekers, looking for
information, yes, but also for goods, services, new experiences, titillation,
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Why undertake information needs assessments? 5

excitement and entertainment. Moreover, they can do their information
seeking unbelievably easily and expediently through a plethora of devices
and platforms at their disposal 24 hours a day, seven days a week. Indeed, as
our whole experience of the virtual scholar clearly indicates, for today’s
information consumer convenience and user satisfaction will triumph, even
over content, any day of the week (Nicholas et al., 2008b). What is more,
as CIBER’s ‘Google Generation’ project amply proves, today’s digital con-
sumers benchmark their online experiences against more immersive environ-
ments like Amazon or Facebook (Williams et al., 2008). It is a foregone
conclusion, then, that virtual library spaces need to be involving, easy to use
and simple. Why, then, are so many of the sites produced by information
professionals and publishers as complex and austere as they are? Why can’t
library catalogues be like Amazon, with sample pages, trust metrics, referral
metrics, user feedback and colour? Why do they not speak to the user? We
need to remember: if the traditional purveyor of information is not there
(at best) or gets in the way of communication (at worst), consumers will
simply abandon what to them is a sinking ship — after all, they can go
their own way! This key aspect of the digital revolution applies to all mem-
bers of the communication and information food chain, and ignoring it
brings about a real risk of libraries becoming decoupled from the user. We
will take up this point again further on, but first, why this patent disregard of
the user?

The whys and wherefores of the ongoing neglect of information needs

Would anyone actually doubt that libraries, archives, information units and
databases are there solely to service the needs of their clients? Would anyone
really accuse information professionals of not being wholly aware that this is
the gist of their mission? There are, however, six factors that add up to a
general neglect of the user:

(1) Believe it or not, there are still many (quite well-known) information pro-
fessionals who feel that it is not necessary to consult the client in what they
consider to be professional matters.

(2) Information professionals tend to be preoccupied with information systems
and not the users of these systems.

(3) The professions, especially librarianship, are plagued by insular attitudes
and poor communication skills, something that does not lead to a close
relationship with the consumer.

(4)It is by no means easy to get hold of the necessary needs data.

(5) The expenditure of resources involved in the obtaining of needs data is not
thought to be justified in these hard budgetary times.

(6) There is an absence of a standard, commonly understood framework for
the assessment of information needs — something, which, it has to be said,
lets information professionals off the hook.
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6 Why undertake information needs assessments?
There is little point in conducting information needs assessments (trust us)

It is hard to credit, but there is a school of thought that believes there is very
little point in consulting the users: people do not know what their needs are;
they do not know what they are talking about; why ask them; far better to
trust professional judgement. Just listen to this: ‘there is something rather
absurd in being constantly enjoined to meet the needs of the user, when needs
have been probed the outcomes have been worse rather than better’ (Shinebourne,
1980). Shinebourne is not alone, either: some quite eminent (more recent)
Library and Information Science (LIS) researchers have also been questioning
the value of user-centred design, development and implementation at the
individual and system levels (Rosenbaum et al., 2003; Stefl-Mabry et al., 2003).
Thus, Rosenbaum et al. (2003, 429) may freely admit that ‘much has been gained
intellectually and culturally from the emphasis on the user, from improve-
ments in the design and use of information and communication technologies
(ITCs) to enhancements in library services for patrons’, but they still wonder
as to the ‘cash value’ of the concept of the user (not something Google won-
ders about, of course). Has it reached a point of marginal or diminishing
returns in LIS research, to the point that we may be actually witnessing ‘the
death of the user in LIS*? After all, they go on to say, the outcome of user-
centred design can hardly be tooted as a success story: ‘many ITCs do not
work well for their intended audiences and there is a rich history of costly
information systems failures in corporate, educational and governmental
organizations.’

Instead, proponents of this approach often argue that since we are the
experts, we should simply trust our professional judgement to get it right, and
then it is just a question of convincing the users of it. True, people no longer
dare say ‘we know better what is good for you’ in so many words (it would be
politically incorrect), just as today’s physicians refrain from voicing such patron-
ising attitudes (at least in the presence of their patients), but these stances,
perhaps worded more carefully, are still endemic in our profession. Thus, for
example, Stefl-Mabry et al. (2003, 441), exploring ‘the extent to which there is
real substance behind the rhetoric of user-centeredness in our research and
practice’, set out to answer questions such as “What do you fail to learn when
you rely solely on users for input on decisions?’, or “‘When do users not know
what is best for them? They even speculate if ‘we have uncovered significant
knowledge of users since the advent of the user-centred approach’. Cronin
(1981, 38; 46), too, despite claiming that ‘user studies are on the whole a jolly
good idea’, has his reservations as to their practical worth: ‘a fine sentiment
no doubt but sentiment is not always at home in the world of commerce’.
Admittedly, he might have changed his outlook in the 20-something years
since he put forward this view of his, for, clearly, today’s commerce is precisely
all about getting closer to the user. With very good reason, too: sophisticated
market research and demographic profiling are behind the success of many
leading retailers and service providers all over the world. Actually, as Kujala
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Why undertake information needs assessments? 1

(2003) suggests on the basis of a careful analysis of the LIS literature, user
involvement in information systems development has generally positive effects,
especially on user satisfaction, and taking users as a primary information
source is an effective means of requirements capture.

A systems-driven profession

The information profession is, by and large, systems driven; it shows an enor-
mous interest in the processing and storing of information, to the detriment of
the consumer. Indeed, the profession manifests a marked fixation with powerful,
innovative information systems, sometimes irrespective of their direct suitability
to users. A prime example of this mindset is libraries’ recent attempts to halt
the massive desertion of their patrons by succumbing to any digital fashion
that comes their way: institutional repositories, portals, internet cafes, learn-
ing spaces, open access and social networks. What is more, once such facilities
have been obtained it is on to the next powerful, innovative one, without any
user evaluation of the former system or facility. The sheer pace of technolo-
gical change provides the ideal opportunity and excuse. The qualities that are
appreciated tend to be systems characteristics, such as speed of response,
storage size, or number of network stations. If needs are considered at all, it is
by and large in terms of how the system might meet these needs, rather than
be built, developed or changed to meet them. No wonder, therefore, as Adams
et al. (2005) note, that librarians are held to be possessive of resources rather
than supporting and understanding users’ needs. The words of the academic
they quote do indeed seem to echo faithfully enough the popularly held sen-
timents on the topic: ‘ ... the librarians are not user-centred, they’re infor-
mation resource centred ... they want to protect their resources, not to gain
access to them’.

Admittedly, in their deliberations and writings, the systems-driven of this world
pay due allegiance to the idea of the user (generally mentioning the worn-out
slogan ‘user-friendly’, which is, of course, a wholly systems phrase). It is almost
as if by citing the term or having a conference on the topic, their guilt is
assuaged. However, that seems to be the extent of it; hardly any libraries (or
publishers for that matter) actually investigate users’ information needs,
follow their information behaviour and then relate their findings directly to
outcomes and impacts. The following tale truly drives the point home: at a
multimedia conference one of the authors attended a number of years ago,
the delegates, from the top media companies in the country, were asked two
questions: firstly, how many of them had online access, to which, with some
alacrity, all put up their hands; secondly, how many of them conducted
annual user needs assessments, to which just one admitted so doing. When
confronted by the sheer disparity, most felt uncomfortable at first, but soon
gathered their wits and asserted that this did not mean that they did not
‘know’ their clients — they did, of course! However, their main methodology
for obtaining user data appeared to be osmosis. It truly looks as if
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8 Why undertake information needs assessments?

information systems are seen as omnipotent, while users are too often per-
ceived as the supplicants. This, when users are the ones who, after all, drive
all the major changes in the digital information environment. How can we
possibly see to it that we are delivering the right information services, unless
we think about people’s needs, rather than the allures of our systems?

Poor communication skills and insular and antagonistic attitudes

Information professionals tend to demonstrate a marked reluctance to keep in
touch with their clients and, in result, they do not always know their clients as
they patently should — though they would inevitably protest otherwise. Take,
for example, Weintraub’s (1980) gentle reproach of librarians, who, according
to him, soldier on in brave isolation, as if they were a beleaguered community
of martyrs, instead of dealing with the problems of the library by establishing
a more effective interaction between them and the communities of which they
are a part. However, a continuing dialogue between client and information
professional is often a rarity — has always been a rarity — so that we cannot
even blame it on the recent massive advent of disintermediation (loosely defined
and understood as ‘cutting out the middleman’). Why, then?

In defence of their customary ways, information professionals often cite
shortage of time and work pressures. However, more frequently the real reason
seems to be a characteristic insularity and four-wall mentality. Information
professionals are typically inward-looking and tribal (something which seems
to be particularly true of librarians): anything that happens outside their
strictly defined discipline and/or job boundaries is not their prime concern,
even though the user and the internet are dissolving these boundaries. In direct
consequence, they are insufficiently concerned with information problems that
occur outside the information unit — in the digital world, for instance. However,
it is in the office, coffee bar and home that information needs are hatched and
only occasionally, one would have thought, in the physical information space.
This would necessitate that the information professionals go to their clients,
which these days means both in the literal and the virtual sense of the word.
Thus, it is important to interact with potential customers in their natural
surroundings, say in the office or the laboratory, but it is no less crucial to
follow closely the digital footprints of those who will never be encountered in the
flesh. Luckily, we are in the enviable position that our predecessors could not
even begin to dream about, of being able to monitor closely information seekers’
many activities, as these take place anonymously in the virtual space.

Poor lines of communication can also be attributed to the low status of
information professionals in the organisation, making it difficult for them to
initiate contact and maintain ongoing dialogues. Generally seen as fulfilling a
supporting role, information professionals are often overlooked and disregarded,
and certainly not considered peers of the ‘real doers’ in the establishment. This
perception of the information professional is especially prevalent in academe,
as Biggs (1981) points out in her seminal work on the topic. Quoting a librarian,
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Why undertake information needs assessments? 9

according to whom she and her ilk are treated as ‘poor relations’ and ‘super
clerks’, Biggs traces this to faculty myths about librarians’ alleged rigidity,
meticulousness and lack of intellectual knowledge. More recently Adams et
al. (2005, 183) also reported that librarians do not see themselves as being on
equal footing to the academics with whom they work; as one interviewee of
theirs puts it: “There is also that whole professional thing as well that you
have to be wary of that we’re not seen as maybe their equal in knowledge or
whatever and that maybe they feel that they’re not going to learn anything
gainful from us’. Regrettably, Biggs’ (1981) conclusion is that the information
professionals are the ones who, by their reluctance to confront their clientele,
create a nearly insuperable barrier between them and their scholarly custo-
mers (although faculty members undoubtedly need to help things along by
making an effort to listen and co-operate). Perhaps not very surprisingly, her
diagnosis still seems to hold true today, not only in academe, either.

Further to this, it is not an exaggeration to say that a good number of infor-
mation workers are antagonistic towards their users — such antagonism is bred
of long and close proximity. It is an old cliché, but for battle-weary information
professionals, people get in the way of the systems they are so busily building and
defending. It is hardly surprising, then, that students complain of negative
experiences with librarians, of encountering preoccupied, rude, inconsiderate
and discourteous service, in result of which they apparently often think twice
before resorting to professional help in resolving their information problems
(Hernon and Pastine, 1977; Swope and Katzer, 1972). In fact, the phenomenon
of library anxiety (Mellon, 1986) has been traced back, among other factors, to
students’ negative perceptions of library staff (Jiao and Onwuegbuzie, 1997;
Onwuegbuzie et al., 2004), the result of previous off-putting experiences. In all
probability not independently of this state of affairs, interpersonal skills, espe-
cially oral and written communication skills, have emerged as primary require-
ments for library positions, as content analysis of job advertisements appropriate
for LIS graduates indicate (Kennan et al., 2006). Concurrently, theoreticians
of the profession have been advocating the need to pay much more attention to
communication and interpersonal competencies and skills in LIS education (see,
for example, Gorman and Corbitt, 2002). Unfortunately, it is quite plain to all
those who teach such courses that for many students acquiring communication
skills-based oral competencies presents quite some challenge.

No single or easy method of collecting the data

Plainly, the method of analysis is only going to be as good as the data that are fed
into it. Therefore, the data collection methods have to be effective and robust.
There is, of course, a rich choice of data collection methods, to the point of too
much choice, which, in itself, may put people off. To complicate matters further,
there is also the vital need to use different methodological approaches (methods
triangulation). The prevalent view in the literature may very well be that it is use
or information-seeking behaviour data which point most directly to the needs
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10 Why undertake information needs assessments?

experienced by people (see, for example, Cronin, 1981; Wilson, 1981). However,
if we aim for effective information provision, we need to probe beneath the
visible surface of people’s actual behaviour, important as it is, into their needs,
too (be they expressed or dormant, a point we will examine later).

Typically, since reality is subjective as well as culturally derived and his-
torically situated (Crotty, 1998), phenomena need to be studied through the
eyes of people in their lived situations (Hjorland, 2005), in an attempt ‘to
know what the actors [in a particular social world] know, see what they see,
understand what they understand’ (Schwartz and Jacobs, 1979, 7, quoted in:
Wildemuth, 1993). This calls for qualitative research methods, which aim at
studying people in situ, without constrictions of preconceived notions, so as
to capture what their lives, experiences and interactions mean to them in their
own terms and in their natural settings. However, not only are such methods
very time consuming, but the practicalities of using them for obtaining data
are such that the samples studied are by necessity relatively small and unre-
presentative. Thus, crucial as the utilisation of qualitative techniques for
determining people’s needs is, it must be complemented by monitoring large
(as large as possible) populations through the use of quantitative techniques.
Only then can the veracity of the insights derived via qualitative methods be
judged and put to a reality check, and the extent to which they are generalisable
to a wider population established. By the same token, whilst quantitative tech-
niques are invaluable for highlighting patterns of use and identifying broad
sweeps of information-seeking behaviour, the data thus derived need to be further
investigated for their validity and significance via quantitative methods. After
all, quantitative methods tend to generate data of a more superficial nature:
big numbers are there, but what it all means is not always clear. Therefore, it is
truly vital that information need investigations combine quantitative and qua-
litative methods, for, as Hammersley (1981) and Greene and Caracelli (1997)
suggest, the use of different methodological approaches (methods triangulation)
serves to enhance the validity and reliability of the study by counterbalancing
the flaws or the weaknesses of each method with the strengths of the others.

Expensive to collect the data

Another reason for neglecting information needs is that the data do not come
cheap, at least not if you set out to attain an accurate and comprehensive picture,
which, obviously, is the only way to do it. The problem is that providing the
just noted necessary triangulation and reach necessitates the use of as wide a
range of methods as possible, which comes at a (steep) price. The qualitative
methods most suitable for running to earth information needs data (interview
and observation) are typically very expensive indeed, although, luckily, the
quantitative ones, offering the best insight into use, are often relatively cheaper.

In any case, as both qualitative and quantitative methods have to be used,
information needs studies are a costly manoeuvre, especially as they have to
be repeated regularly in these fast-changing times and, to make things even more



Template: Royal A, Font: ,

Date: 02/09/2009; 3B2 version: 9.1.470/W Unicode (Jun 2 2008) (APS_OT)
Dir: P:/eProduction/WIP/9781857434873/dtp/9781857434873.3d

Why undertake information needs assessments? 11

complicated, the financial trade-off is not immediately obvious. Can the con-
ducting of information needs investigations really justify taking money away
from the Book Fund (the information professionals’ original ultimate threat)
or the website (the new ultimate threat)? Can it excuse removing staff from
critical front-line routines, like shelving books, managing the short-loan col-
lection or updating the website? With these comforting thoughts information
professionals renounce the information needs survey. However, what is the point
of efficiently overseeing a collection or website that amounts to no more than
a dim and distant reflection of the needs of its users? It is bound to be so in a
world that has probably seen more change in information needs and infor-
mation behaviour in the last five years than in the previous 50! How can we
be sure that the information unit or system is heading along the right track?

It seems, then, that the correct and only view must surely be that it is too costly
not to collect needs data. The stance must be that, in these dynamic and fast-
changing times, it is wholly economic to collect these data on a regular and
ongoing basis. Not that it is going to be easy to convince people of the wisdom
of this. On a recent short course, when one of the authors explained that needs
data was best collected by interview and that the interview might take 45 min-
utes, a number of participants audibly choked. The implication was obvious:
that is a lot of time (which it indeed is). Still, is it too long a time to ensure
that people get the service and information they need and deserve? Would
anybody choke if they were told it would take ten hours to design a website?

Lack of a commonly understood and agreed framework of analysis

There are few easily understood and practical frameworks available with which
to explore people’s needs. Many of the works looking into the topic have
tended to be too personal, as well as too theoretical and academic. Rather than
clarify the situation, more often than not they have muddied the waters; rather
than encouraging people to conduct user needs surveys, in fact they have
provided an excuse not to do so. Maurice Line (1969; 1974) did propose a sui-
table method many years ago, but it has not been widely adopted. This guide
embraces and expands upon Line’s original model in aiming to rectify the
situation. Therefore, it offers up an analytical, off-the-shelf method that can
operate in the hurly-burly of today’s high-tech (digital) information centres
and units. It is a method for the systematic collection of information needs data
to facilitate the design, assessment and auditing of information systems, which,
although highly practical, is firmly entrenched in sound theoretical outlook
and principles. The main intention is to provide a practical, usable and reusable
method of analysing and evaluating information needs, which can be employed
by information managers, information system designers, publishers, records
managers and digital information consumers alike.

There are, then, a host of factors that bring about the ongoing neglect of
information needs. However, none excuse it. Indeed, this state of affairs has to be
put right. There are good and pressing reasons why it simply cannot continue.
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So why indeed undertake information needs assessments?

(1) Increased competition and competitive tendering from within and without
the profession force information services to get closer to their customers
(or go to the wall).

(2) The huge growth in end-use and migration to the virtual space, which so
unnerves information professionals worried about their jobs, should compel
them to monitor closely what their customers are thinking, doing and
wanting.

(3) The challenge facing today’s information professionals, the provision of
custom-made, personalised information infrastructures, tailored to the
distinctive needs of individuals, can only be met through a nuanced
understanding of information seekers’ idiosyncratic needs.

(4) The huge and rising costs of introducing IT-based innovative systems
demand that these systems be evaluated in the light of people’s actual
information needs.

(5) The increased rigour with which information units are being audited and
questioned about how they spend money require that information services
collect data on their clients and outcomes to justify their expenditure.

Competition and deregulation

We are ten years into an information consumer revolution occasioned by the
arrival of the internet (and, increasingly, the mobile phone), which is chan-
ging society, education and commerce on a massive and global scale. Digital
consumers worldwide, numbered in their billions, are rapidly transforming
today’s ubiquitous virtual information environment through a preference for
search engine exploration, a dislike of paying for information and a short atten-
tion span. Moreover, they use their new-found freedom to relocate themselves
and their activities in this altered and incessantly changing information land-
scape, taking on many of the tasks previously reserved for information pro-
fessionals. Indeed, information professionals and their systems are no longer
the first choice of supplier for many people looking for information. As a direct
result, the traditional information flagships are heading towards the reefs, blown
there by the hurricane-force winds that have been generated by the digital
transition. Public libraries appear to be in real trouble, but academic libraries,
too, clearly grow increasingly decoupled from their user base as information
consumers continue to flee the physical space (Martell, 2008).

Complicating things even further, libraries, the traditional agents for the
preservation and provision of knowledge, are facing probably the fiercest com-
petition in the history of their existence. As part and parcel of the inter-communal
strife among the core content providers — librarians, publishers, journalists
and television broadcasters (Gunter, 2008) — librarians and publishers, espe-
cially in the scholarly communications field, are on the brink of coming to
blows over the possession of the keys to information. Their territorial disputes
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and skirmishes, a direct consequence of the introduction of open access and
institutional repositories, are bound to become even more ferocious with the
inexorable growth of the popularity of e-books (Nicholas et al., 2007b). Thus,
publishers and librarians already find themselves fighting for the spoils, with
the threat of the loser being mortally wounded ever more looming over the
horizons of both. At least for now, there seems a real possibility that librarians
will be the ones to suffer defeat. Take, for example, the case of scholars, surely
one of the most prominent information consumer communities: increasingly
deserting the physical space for the virtual space, they move closer to the pub-
lisher and further from the library. As they become more and more anon-
ymous and removed from the scene of scholarly information consumption,
the librarians attempting to meet their needs grow correspondingly less and
less informed about them (Nicholas et al., 2008b).

The conclusion to be derived from all this is truly inescapable: if informa-
tion professionals do not get close to the consumer, others will and the infor-
mation professionals will become an irrelevance (out of sight, out of mind).
Whatever the reasons for the profession’s neglect of information needs, it is
surely the dearth of a robust and appropriate evidence base on information
seekers that is responsible for the palpable danger of libraries becoming
increasingly rudderless and estranged from their users and paymasters. It is
clearly the reason why in this so-called information society, librarians, in
particular, are increasingly marginalised, frequently under attack, in danger of
losing their jobs and having their salaries depressed, with the organisations
they so lovingly tend losing market share by the minute. The profession should
look to successful businesses for guidance on how to survive the new climate.
The advice of a past chairman of Kingfisher, the owner of B&Q, ScrewFix
and other DIY brands, is certainly worth taking on board: “We are concerned
with meeting end-consumer needs. If you look at the success or failure of
many organisations, the root of the problem often comes back to not anticipat-
ing how customer’s needs have changed, and therefore not adapting to those
changes’ (Kay, 1994). Sound advice, indeed, and in the digital information
world even sounder.

The end-user cometh and cometh again and again

Related to the above point about changes in the marketplace, there is also the
huge number of connected end-users (digital consumers) now populating the
information space. During the 1980s the profession constantly debated the out-
come of end-use — some doubting whether it would ever happen and others
forecasting the Apocalypse (how wrong could they be!). Since then, a veritable
armoury of computers and modems have been built up in people’s homes and
offices, and, concurrently, the ultimate user-friendly tool — the internet — has
become effortlessly accessible for all and sundry, so much so that, as Russell
(2008) notes, access to the internet has become more the norm in a household
than not. Indeed, the information landscape has been totally transformed:
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14 Why undertake information needs assessments?

millions and millions of people are connected directly to the information they
need, courtesy of the ubiquitous search engine, on a scale that dwarfs any
library, publishing or newspaper effort. The days of information seekers as sup-
plicants are pretty much over. Who needs the traditional ‘gatekeepers’? after
all, people can now easily and expediently meet all aspects of their information
needs on their own, and do so at any time of the day or night, too! The end-user
is now king, truly the dominant player in today’s information scene. No wonder
disintermediation seems to be moving at such a rate.

The reaction of too many people in the profession to this upheaval taking
place all around them is rather like that of a frightened rabbit in a car’s head-
lights. They are paralysed by fear, possibly in denial. The appropriate reaction
is surely to recognise that there is now much common ground, a common
vocabulary, a willingness to discuss information problems; and the opportu-
nity should be grabbed with both hands. The potential terrain for the infor-
mation professional has increased enormously, although most of it lies outside
the boundaries of the physical space. The key to mastering this terrain, of
course, is information needs assessments. When you talk about end-users and
digital consumers, you are really talking about information needs.

The challenge of custom-made, personalised information services

For many people the internet has resulted in the overnight transformation of
an information-poor world into an information-rich one. We have moved
from a situation in which information needs were rarely ever effectively met —
certainly not without a tremendous expenditure of effort and cost, to one in
which they are only too easily met, in theory anyway. To be sure, the internet
fulfils information needs, triggers information needs and attracts people —
information voyeurs and navigators, who have no needs at all. It has turned
information seeking into a global (and fun) pastime. However, just broad-
casting ever-greater amounts of information is not what it is about. There is a
mistaken belief amongst the profession that the future is all about sharing
information knowledge-management style, or storing and distributing infor-
mation digital-library style; it is, in fact, about getting closer to what people
need in the way of (instant) information and producing it in a processed,
packaged form for individuals to consume at a particular point in time that
they choose. Plainly, customisation, individualisation and segmentation in the
information market are the next stage of the information revolution. Indeed,
the Information Society will never become a reality until we can genuinely
meet people’s individual and special needs. There is still a long way to go.
However, although we talk glibly enough about the commodification of
information, we seem to stop there: essentially, we — and the systems we pro-
vide — remain crude batch processors. At least for the time being, information
products remain incredibly raw and general; even in the case of the web search,
success depends largely on the lucky dip of single keywords or the input of a
hieroglyph (URLs). This, when the future of information provision is surely
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personalised information flows; it would be an extremely brave (or foolish?)
person who would argue against that. How else do you get personal infor-
mation other than from information needs assessments? Undoubtedly, in the
information-rich environment in which we find ourselves, with undreamed-of
quantities of information just a couple of mouse clicks away, we need to be
even clearer about consumers’ information needs than ever before. What else
is going to help steer a path through the information jungle? Certainly not
any of the current search engines. What else is going to ensure the precision of
searching and the filters for the push technology that is coming our way?

Cost of IT-based innovations

With vast amounts of money being spent on novel communication and
retrieval systems (intranets, websites, blogs, RSS feeds), mistaken judgements
have increasingly serious and perilous consequences. Also, the more rapid the
pace of change, the greater the risk of investing considerable sums in passing
fads or enhancements divorced from real needs. It is only through an under-
standing of what information people need, how they prefer to set about find-
ing that information and whether they achieve positive outcomes from their
information seeking, that professionals can ensure that scarce budgets are
used for the provision of suitable information systems; professional judgement
alone cannot be relied upon, certainly not in these fast-changing times. A case
in point is libraries’ recent experiments with Web 2.0 interactive facilities. In
an attempt to ensnare today’s allegedly new brand of information consumers,
used to involving, dynamic and personalised content experiences that can
compete with the likes of Facebook, many libraries now have profiles on
social networking sites. However, as we will discuss in more detail later on, at
least for now, libraries’ presence on social networks, as well as the blogs
proudly sported by many of them, attract very little positive use. Obviously,
costly innovative endeavours need to be based on people’s actual information
needs, otherwise there is a real risk of wasting money on systems and services
that fail to meet their intended purpose.

Accountability and auditing

Traditionally, the quest for knowledge and learning was seen as an end in itself
and, in consequence, its major (if not sole) supporting agencies, libraries, were
generously provided for from public funds to enable their fostering progress
and education. However, with knowledge and information becoming com-
modities of major value, the state’s financial resources have become reserved
for producers and propagators of ‘knowledge for use’, rather than ‘knowledge
for its own sake’ (Calas and Smircich, 2001; Delanty, 1998; Duderstadt, 1997),
with a subsequent decline in the budgets of the latter. Furthermore, driven by
the rhetoric of ‘quality’, ‘efficiency’ and ‘value for money’ (Harvie, 2000), what-
ever government funding remains is made more targeted by allocation
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mechanisms mimicking the market. Hence, public sector organisations are
called upon to adopt ‘new’ management processes and systems for greater
efficiency, even more marketisation and, especially, greater accountability.

Libraries, information centres and archives are thus part and parcel of today’s
value-driven environment, from which they are unlikely ever to escape. They
are now on the same cost-conscious footing as any other business and, in
result, they are subject to the same concerns, such as customer care, customer
charters, cost benefit and the like. Whilst this is generally recognised as a fait
accompli by the profession, few seem to realise that these concerns are noth-
ing but a sham unless they are underpinned by the systematic collection of
data on consumer needs and behaviour. How else is performance to be deter-
mined? Certainly not by the traditional measure of the number of documents
on the shelves or new titles bought per year, or by the item that has superseded
it: the number and power of computers on display. The yardstick unquestion-
ably has to be changed, for it is only through customer satisfaction and out-
come that success or effectiveness can be truly measured, and satisfaction and
positive outcomes can only be obtained by meeting user need. It is customers
who we should be proudly showing off, not computers, websites or shelves.
Placing the customer care charter on show in the library, scattering a few
complaints forms around and employing a number of staff to monitor a service
is woefully inadequate, but it is too often the common response. No library
that we know has a department devoted to the monitoring and evaluating of
customer needs and usage of information, but they are taking on institutional
repositories with some alacrity. These days, with value-for-money exercises
having become the norm, there is really no other way to face up to the challenge
they present, but through the careful collection and appraisal of information
needs and use data.

All this seems to boil down to one point: the main reason for undertaking
needs assessments must be that the information profession has neglected
doing so in the past, a practice that has not got either the profession or the
systems and services they provide very far; indeed, it continues to frustrate the
progress of them both. Thus, unless information workers, from all walks of
life, are reconnected with their user base, they are not doing the job they are
meant to be doing: playing their part in supporting the information/knowledge
society and economy. The message is loud and clear: the information com-
munity must stop thinking it knows best. The information consumer knows
best. It is consumers who are calling the shots, so why keep them at arm’s
length? Bridging this gap necessitates, however, that we clarify to ourselves what
information needs really are, which is the next question on our agenda.
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What are information needs?

The concept of ‘information need’ is hardly unequivocal, although people
talk about it as if it were, without ever bothering to define what they mean
when they use the phrase. All the same, as Shenton and Dixon (2004) point
out, citing a host of articles in ample proof of their assertion, there is a lack of
a common understanding of the term ‘information need’; indeed, the absence
of universal agreement on the topic is a recurrent theme in library and infor-
mation science (LIS) writing. True, there are very good reasons for refraining
from the attempt to clarify the expression, for, when definitions are provided,
they are often vague or highly complex in nature. Actually, they tend to cloud
further some already muddy water and really serve very little practical use.
Unfortunately, despite years of academic debate and much intellectual borrow-
ing from other disciplines, like management and psychology, not too much
has emerged that would aid information practitioners in their information
needs deliberations.

Furthermore, people often talk about information needs when, in fact, they
are referring to wants or use. Indeed, as Elayyan (1988), Green (1990) or
Hewins (1990) contend, many studies that claim to be studies of information
need are really studies of information use. However, while it is true enough
that wants or use are both manifestations of need — and, as such, undoubtedly
should be considered, they are neither identical to need, nor fully or accu-
rately describe it. Thus, in order to attain a correct and comprehensive pic-
ture, we should be evaluating the need people have for information, the wants
and demands they express for it and the use they make of it. Needs analysis
may very well be fraught with difficulties and complexities, but still, we
cannot always employ use indicators, such as website ‘hits’, as proxies.
Therefore, as part and parcel of any definition, information needs have to be
distinguished from some closely associated, but distinct information concepts,
like want, demand and use, which are frequently (and sometimes deliber-
ately) confused with information needs — to the general detriment of infor-
mation provision and system design. We will attempt to do so in this section,
which follows much of Maurice Line’s original thinking, as set out in his 1974
article ‘Draft Definitions: Information and Library Needs, Wants, Demands
and Uses’.
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Information needs: a working definition

For Line (1974), information needs were seen as the call for ‘information [that]
would further this job or this research, and would be recognised as doing so
by the recipient’. Belkin and Vickery (1989) add that information needs arise
when people recognise a gap in their state of knowledge, that is, when they
experience ‘an anomalous state of knowledge’ and wish to resolve that anomaly.
One can build upon these definitions by adding that it is the need for infor-
mation that individuals ought to have to do their job effectively, solve a pro-
blem satisfactorily or pursue a hobby or interest happily. The operative word
here is surely ‘ought’, the assumption being that for people to perform effi-
ciently, effectively, safely and happily, they need to be well informed, that is,
their information needs should be met. There is an implied value judgement
in this — the meeting of need is beneficial or necessary to the person — and
would be recognised as such.

Of course, people do not usually have information needs per se; rather, when
they experience a problem or difficulty or are under some pressure, these
cognitive and emotional needs of theirs may be met, or at least partially met,
by obtaining and then applying some appropriate information. Indeed, infor-
mation needs arise out of a desire to meet one or other of the three basic
human needs: physiological needs (need for food, shelter, etc.); psychological
needs (need for domination, security, etc.); and cognitive needs (need to plan,
learn a skill, etc.). Thinking very much along the same lines, Norwood (cited
in: Huitt, 2004) proposes that Maslow’s (1954) well-known hierarchy of needs
can be used to describe the kinds of information that individuals seek. Thus,
individuals at the lowest level of the pyramid of needs, focused on their basic
physiological needs, such as hunger, thirst, bodily comforts, etc., require coping
information; individuals at the safety level, intent upon avoiding danger and
ensuring their personal security, need helping information; individuals higher
up on the pyramid of needs, at a stage where they are looking to belong, to
affiliate with others, to be accepted, need enlightening information of the kind
to be found in books on relationship development. Individuals on an even
higher level of the hierarchy of needs, that of esteem, seeking to achieve, to be
competent, to gain approval and recognition, need empowering information:
information on how their ego can be developed. Finally, people who have
reached the highest level of needs, that of a need for self-actualisation, for
self-fulfillment and the realisation of their potential, seek sources (whether
human or documentary) of edifying information.

All this, however, can in no way be taken to mean that information needs
are any less important than the primary needs they serve; rather to the con-
trary, because success in meeting the one (the primary need) is dependent on
meeting the other (the information need). True, the latter might be classified
as secondary to the former, but in this increasingly information-dependent
age, where information has obviously moved to centre stage, lack of infor-
mation could certainly have serious, or even perilous consequences for the
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individual. Yet, despite the pivotal role accorded to information in all spheres
of present-day social and economic life, people’s information needs may go
unmet, either because they are unaware of having a need for information, or
because, for various reasons of their own, they do not set out to meet a
recognised (but unexpressed) need.

Unrecognised and recognised (but unexpressed) information needs

People do not always know what their information needs are. They do not know
they have an information gap, for they are not aware that there is information
out there that could be of help to them. They do not know that new infor-
mation has rendered obsolete what they know and, in result, has given rise to
another information need. It is only when exposed to the relevant information
that the need is recognised. This might be called dormant need or unrecognised
need. Take this case as an example: a person goes down to the photocopying
machine to copy a letter and in the queue overhears a conversation about a
television programme, screened the previous night, about globe artichokes.
The person in question is rather fond of this vegetable, so listens with keen
interest. Apparently, globe artichokes contain a lot of chemicals because of the
infrequent rain (in Israel, where they are grown), and because the washing
process fails to penetrate their tightly closed petals. Now, the person did not
come to the photocopier with an information need, but goes away having
obtained a needed piece of information.

Conversely, users may be well-aware of their information needs, that is, their
needs are by no means dormant/ unrecognised, but, nevertheless, they do
nothing about meeting them, either because they cannot or will not. A case in
point is the all too familiar phenomenon of people refraining from pursuing
their information needs for lack of time. Such non-use of relevant information,
as Wilson (1993a, 1995, 1996) points out, may not happen by accident or by
mistake even in academe. Rather, it often reflects a routine and normal
approach for coping with the prevalent situation, in which the concurrent
pressures of the constant dearth of time, on the one hand, and the huge
quantities of available information, on the other, combine to instigate a policy
of deliberate disregard of one’s information need. In fact, even at the best of
times today’s information seekers tend to be satisficers (a term resulting from
the blend of the two words ‘sufficing’ and ‘satisfying’). That is, they stop
information seeking after finding material that is good enough (Savolainen,
2007), so that they can juggle the need for comprehensive information with
the constraints placed upon them.

Clearly, in today’s internet-based information world, in which information
is being generated in ever-increasing volumes and people are connected to
information sources of unparalleled power and reach, taking a conscious
decision not to attempt to meet one’s information needs, at least not fully, is
commonplace and will increasingly become more so. At the same time, the
huge popularity of the internet must be at least partly due to the fact that it
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has an unlimited potential both to uncover dormant information needs in the
searcher and to solve recognised information problems expediently. However,
turning to the internet, with or without a particular purpose in mind, fre-
quently means relying on happy accident. This, in its turn, may come at some
considerable cost: missing out on a vital piece of information. Thus, users
cannot possibly count on this serendipitous method for obtaining all their
information; it is too much of a lottery in these information-dependent times.
The uncovering of dormant need, just the same as the efficient meeting of
recognised need, has to be put on firmer and surer ground, but in this disin-
termediated age it is not clear who is going to do this: librarian, publisher or
academic.

There is an opportunity for information professionals in all this: they are in
many respects the best positioned to run to earth individuals’ primary-needs-
contingent information needs and to help them meet these needs effectively.
They know what is available, on the one hand, and are able to control the
information filters, on the other, so that exposure to information can be balanced
with the problems that the availability of masses of information may bring
about. This, of course, creates for them a positive and proactive role: where
information needs are concerned, they are the experts. However, this is also
where the big challenge lies for them: so far, information professionals have,
at best, only really concerned themselves with satisfying the direct and specific
articulation of information needs, but they need to go further if they are to
win back a strategic place in the information chain. To attain the holistic under-
standing of their customers’ information needs, wants, demands and uses,
which alone can ensure that these needs are successfully met, they need to get
very close to the information consumers and to remain steadfastly close. A
clearer understanding of how information needs differ from information wants,
demands and use, the issue we are about to tackle, may be a good place to start.

Information wants

Information wants are what an individual would like to have — like being the
operative word here. Of course, in a perfect world information needs and
information wants would be one and the same. However, we live in a far from
perfect world, in which, for a variety of reasons, stemming from idiosyncratic
factors of personality, time and resources, not all that is needed is wanted,
and not all that is wanted is actually needed. Thus, for example, individuals
may not attempt to meet their information needs fully, that is, may not strive
to obtain all that they in fact need, for lack of time, skills or finances, or,
alternatively, may be tempted to obtain information than they do not in fact
need (a prime example of this is the way people surf the web).

Nevertheless, people tend to equate wants with needs. Indeed, questionnaires,
aiming to explore needs, typically turn out to be want studies — with questions
taking a ‘would you like more information, more journals, enhanced facilities’
line. Results can prove to be very misleading because users unreservedly tick
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all the want choices on offer, happy in the knowledge that they will probably
never be required to exercise their options (but just in case!). The following
story amply illustrates to what an extent ‘real life’ can differ from wish-lists.
One of the authors, at the time a practising librarian in charge of reader ser-
vices, was requested over and over again to see to it that her library’s opening
hours were extended until 10pm. A bit hesitant to expend the considerable
sums the move required, especially in view of the limited number of patrons
on the premises by 7pm or so, she decided to ask the potential beneficiaries
whether they were interested in longer opening hours. The results left little
room for doubt: people were overwhelmingly in favour of the option. How-
ever, when the plan was actually realised, the author and her colleagues were
more or less the only ones around in the evenings ...

In any case, where information wants are concerned, we are moving into an
almost wholly subjective domain, where, as it has already been noted, perso-
nal characteristics, available time and affordable assets make themselves felt.
It is, of course, taken for granted that a price has to be paid if information needs
are to be met — time, effort and possibly money have to be expended. Still,
individuals may not be motivated to chase information, perhaps because these
days information so often comes to them unsolicited and at no cost, or because
they may not have the time to look for it or the skills to locate it, or, maybe,
just do not have access to the necessary information resources (through lack
of finance, perhaps). Job satisfaction must be a big determinant of whether
individuals go ahead and attempt to meet their information needs fully. If you
like your job, you will want to do it well, improve it and keep yourself up to
date. This will inevitably mean going out of your way to meet your information
needs.

Be it as it may, one point is hardly arguable: society sends us confusing signals
about whether we should want information. On the one hand, we are enjoined
to sample the joys of the internet (surely, the information-enabling mechanism),
and on the other hand, in today’s atmosphere of relentlessly increasing demands
for accountability in everything we do, we have less and less time to enjoy the
fruits of this easily come-by information. Moreover, when we succumb to the
temptation to pursue our information wants, we may end up burying our-
selves with information, thus digging our own information graves. So, should
we, or should we not follow up our information heart desires; that is, should
we actually demand the information we want?

Information demands

An information demand is a request for an item of information believed to be
wanted. This is where information seeking starts, where the potential con-
sumer first encounters the information system, source (human or doc-
umentary) or intermediary. However, people may demand information they
do not really need, perhaps because their initial perception of its value does
not match with reality: someone tells them it is a good site, but on arrival it
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turns out to be a disappointment (lots of information seeking must lead to
blind alleys, especially courtesy of search engines). By the same token, they
certainly need or want information they do not demand, for instance, because
they are not aware that it is there. Certainly the internet stokes up demand
and leads inevitably to (very) large amounts of material that is demanded but
not needed. Indeed, as the findings of the CIBER study into the use of scho-
larly journals (Nicholas et al., 2008b) clearly indicate, people download huge
quantities of material, but not everything (possibly not much) that is down-
loaded is actually read or used. Much material is just squirreled away for
another day, though that day may never come because of a shortage of time
and the amount of squirreling that already has been undertaken.

Also, demand is at least partly dependent on expectation, which, in its turn,
depends upon existing information provision. Indeed, as long as traditional
libraries were the only game in town, customer expectations were notoriously
low; after all, libraries only ever offered a limited window on information and
could never respond within the tight time frames expected by most busy indivi-
duals. Also, as it has already been noted, there is a legacy of poor service in
the profession. Add to this that many people are altogether unaware of what
the information service can do for them, and the picture in its dismal entirety
becomes all too clear. Seen in this light, the rush towards disintermediation
(or doing it yourself) is less astonishing than it seems at first glance, especially
as the advent of computers has raised user expectations enormously. Infor-
mation seekers naively believe that these ‘black boxes’ can deliver anything
and quickly, to boot. The web has raised people’s expectations even more, to
sky-high levels, in fact: plainly, it is seen as an inexhaustible source of (mostly)
reliable information on anything and everything, which is effortlessly available
24/7. Indeed, web logs (or blogs) provide an awesome indicator of global demand
for information, which, though, as we have already seen, is not necessarily
synonymous with actual consumption or satisfaction.

Information use

Here we arrive at the more visible end of the information-seeking process —
the information the individual actually uses or consumes. This is an area about
which information professionals know most, but even here, not enough. So
what exactly do we mean when we talk about information use?

First of all, use is both intended use and unintended use; that is, it may be
the direct outcome of a satisfied demand, but, just as much, the result of brows-
ing or serendipitous discovery, while not looking purposively for anything or
when looking for something else. Not, it must be noted here, that browsing
and accidental unearthing of information are invariably akin to unintended use,
for browsing can be quite directed and structured. Some people browse because
they have no choice; they cannot recognise and articulate their need until
something they see reminds them of it. Indeed, humanities scholars are famously
fond of browsing precisely because some newly encountered information may
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uncover for them a dormant need, bringing about the fortuitous discovery of
connections between ideas and words (Saule, 1992). People also browse because
they are forced to do so: the manner, whereby the information system — the
web, for instance — displays the information, leaves little room for locating
information any other way — and logs point to this being the dominant form
of navigating the vast virtual space. At any rate, the difference between intended
use and unintended use is an important one in terms of information system
design. For this very reason, usage studies should really make an effort to
distinguish between the two.

All in all, use is a word that comes with a lot of baggage, beyond the fact,
which has already been pointed out, that it is certainly not the purported
clean, hard, direct manifestation of need, which it is so readily assumed to be.
To begin with, it is not all that easy to determine when the use being wit-
nessed can be counted as ‘real’ consumption of information, for ‘use’ can and
does refer to, at the very least, two clearly distinguishable levels of use. The
first level of use simply involves determining whether something is worth
using in the first place, for, obviously, use and satisfaction do not always go
hand-in-hand. Thus, information seekers clearly need to establish at the outset
whether a given item of information amongst a vast sea of data will satisfy or
fail to satisfy need; but can we consider their actions, typically measured by
transaction log analyses, as constituting ‘use’? Probably better considered as
power browsing. Still, this type of use might lead to other people being aler-
ted to the potential worth of the information consumed, so perhaps it is use,
after all! The second level of use is the actual consumption of information,
subsequent to its having been found relevant, that is, the actual putting of
some information to purpose-relevant use. This type of use, generally more
effectively measured by citation studies, probably corresponds more directly to
the popular concept of ‘real’ use. However, even use data of this kind can
really tell us very little about many of the key needs characteristics: thus, for
example, the need for information presented from a particular viewpoint,
approach or angle certainly cannot be gleaned from usage data.

If the problem of what can be considered ‘real’ use and what cannot is not
complicated enough, there is also the dilemma of how use is to be measured.
After all, use has many recorded manifestations. What can be taken then to
be an indicator or record of use? Citations and logs have already been mentioned,
and there are also issue statistics, library loan studies, book sales records and
the ubiquitous tick boxes in questionnaires, which seek to find out whether
people used a particular information system daily, weekly, monthly, etc.
during a given period of time (mysteriously, always assuming that information
use is a rhythmic or periodic activity). Plainly, many of these use indicators
are measuring different phenomena, each of which leaves plenty of room for
various interpretations.

Consider, for example, what constitutes use on the web and what can be
read into it. Putting aside for the time being the problems of actually deter-
mining use on the web (we will come to that presently), let us try to establish
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what ‘hits’ (pages viewed) really signify. For a start, with the loose and idio-
syncratic method of searching on the web and the shotgun approach of most
search engines to retrieval, the chances that you actually want to see the spe-
cific page you end up with have to be relatively low. However, you ‘used’ it
and you are recorded on the logs as having done so, and action will be taken
by others — advertisers, sponsors and web managers, on the basis of these
data. Furthermore, how many times do you navigate through a site, going
down numerous pathways, to get what you really want? Each page you go
through on your way to the page you really need is another page “used’, but
not actually needed.

Obviously then, use data are really very problematic, and need to be handled
with great care, but are generally not. True, bean (use) counting does come
stripped of the wish-list or fantasy factor that is so endemic of questionnaire
surveys, which is an undoubted advantage. Also, data on use are generally
to hand and plentiful, two very attractive features indeed where there is a
chronic shortage of time and funding (and where is there not?). However,
as we have just seen, use data have to be treated with caution. Also, per-
haps even more importantly, use data are too crude indicators of need to
serve as a comprehensive enough foundation for services aiming at the meet-
ing of information needs: whilst use can be a manifestation of need, an
information need is, in theory, greater than demand plus use. Moreover, as
people can only use what is available, use is very heavily dependent upon
provision and access, albeit this is less of a problem these digital days. Perhaps
most disturbingly, where use studies are concerned, non-users — whose
number can often amount to quite a significant percentage of the population,
are not taken into the equation. Non-users may loom larger in certain fields
and users may form a small, self-selecting group, but they may also prove to
be a more financially attractive and/or influential group. We know, for
instance, that senior managers have traditionally been the ones that have
shied away from using information systems, as a senior partner of an
accountancy firm, trying to explain why he never searched for information
himself, told one of the authors who came to interview him: ‘I know how to
make coffee, but I don’t’.

Evidently then, use data can only offer a partial view of need. Even when
augmented by demand data, use data can only help an information system
improve on what it is already doing, but since there is no guarantee that it
was on the right lines to begin with, this is of limited value only; use data will
not help build a system which will provide new services and solutions. Thus,
use data may be very welcome for measuring the usage of what is provided,
but it is no substitute for needs data in establishing whether what is provided
is what is best. Plainly, the case for basing effective information services and
systems on a holistic view of the need people have for information, the wants
and demands they express for it, and the use they make of it is very strong.
Before we leave the topic of information use, though, let us consider the term
‘user’ itself.
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The digital consumer (yesteryear’s user, reader, customer,
client, patron ... )

User, along with its various synonyms in the professional literature — reader,
costumer, client, patron — has traditionally been used to denote people who
might avail themselves of an information service. The expression has never
been too fortunate a choice of words (for one, it was employed to describe
non-users, too), but, in any case, it is surely passé by now: user (and users) has
lost much of its meaning. In many respects it is a tired, cheap, over-used and
misused word, which provides the information profession with a debased
currency. The word ‘users’ conjures up a picture of a featureless mass, a
homogenous body — people who are accustomed to being fed (print-based)
information in batch-processing mode, 1950s-style. It fails to reflect the close,
complex and virtually incessant engagement that takes place between people
and information in today’s digital world, where knowledge, perceived as the
key to success in all walks of life, is a major democratic right and leveller.
Basically, then, ‘user’ is the wrong word, in the wrong place, at the wrong
time.

What we really need is a more accurate term, much richer in meaning,
which acknowledges the multi-dimensional relationship between an individual
and the internet-redefined, vastly widened and ‘viewing’ information envir-
onment. ‘Digital consumer’, the term suggested by Nicholas and his colleagues
in their recent book of the same title, could fit the bill. ‘Digital consumer’,
rather than the more specific descriptor ‘digital information consumer’ it
should be, for, as Nicholas et al. (2008a) contend, in today’s information
realities a digital consumer is, to all intents and purposes, the equivalent of an
information consumer. True, people visit the multi-purpose, encyclopaedic
virtual space that is the internet for many different objectives, much the same
as they would go to a bricks-and-mortar superstore looking for goods, ser-
vices, new experiences, titillation, excitement and amusement. However, as
their pursuits on the internet invariably involve choosing or buying e-docu-
ments or information services, it is now almost impossible to say what is
information and what is not; what is information seeking and what is not.
Take the example of e-shopping: as Russell (2008) explains, first a person is a
digital information consumer and then an e-buyer. Thus, people shopping at
an e-store will be using the internal search engine to find what they want,
navigating through the site, employing browsing menus and opening another
window on a cross-comparison site, to make sure they are getting value for
money. Only when the information-seeking component of the shopping pro-
cess is successfully completed will they actually purchase the item they need.
Thinking very much along the same lines, in a recent New York Times article
on the growing reliance on the internet for health information Schwartz
(2008) argues as follows: ‘As patients go online to share information and dis-
cuss their care, they are becoming something more: consumers. [For instance,]
Amy Tenderich, the creator of Diabetes Mine has turned her site into a
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community for diabetes patients and an information clearinghouse for treatments
and gadgets ...~

‘Digital consumer’, not ‘digital information consumer’ it should be, then,
but why this specific term? Well, to begin with, because ‘digital consumer’ is
very much an internet-type word, which the word ‘user’ most certainly is not.
The internet, with its own rich and picturesque language, is so very much a
part of everybody’s life today (at least in the so-called ‘developed’ countries),
that there is a pressing need to get our professional jargon in-line with its
vocabulary. We really cannot ignore the call for employing the ‘right’ lan-
guage, for it is only by doing so that information professionals can address
the much larger information audience that the internet commands.

Also, perhaps more importantly, the term ‘digital consumer’ is a truer
representation of things as they really stand, namely, that it is the individual,
rather than the system that now holds centre stage. Thus, while users of a
bygone era used information systems, today’s digital consumers explore the
information space (cyberspace); while users were supplicants, standing outside
the system, looking (beseechingly) in, digital consumers are part of the
system. Indeed, the digital consumer has come to play a much more dynamic,
complicated, creative and engaged role in the evolution of the information
domain than the user of yore could ever have imagined. In fact, the digital
consumer is now King, actually driving the changes in the virtual space with
a wholly novel style of information seeking: frenetic, promiscuous, volatile
and intent on the pursuit of quick wins. Exchanging the old term for the new
one thus acknowledges this shift in power from information producer to
information consumer.

Perhaps it is the adoption of this more accurate terminology that will help
to convince librarians, publishers and media moguls alike — indeed, anyone
who manages large, centralised, inflexible, batch-processing-style information
factories — that their users/ customers/ patrons/ readers have really flown the
coop. Having become digital consumers, rather than passive users, they are no
longer the captive audience of the past, wholly dependent on the information
providers’ goodwill; these days they are the ones who call the shots. After all,
they have a huge digital choice and can quickly vote with their feet (mouse?).
In fact, as Gunter (2008) points out, they will have even more choices in
terms of sources of information about commodities and services. Thus,
thinking about people as consumers is a key step towards delivering the right
services to meet their needs. Information professionals had better take these
relatively new developments to heart, challenging as they may be, or ignore
them at their peril. If they opt for the latter, they run the risk of information
seekers completely abandoning them and going their own way; there are
plenty of convenient enough alternatives to the traditional information ser-
vices. With disintermediation gaining momentum by the minute, the writing is
there on the wall, for all to see ...
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A framework for evaluating information
needs

Having delineated in some detail the whys and wherefores of the imperative to
undertake routine collection and analysis of information needs data, we now
come to the thorny question of how to go about it. The secret to it all seems
to place the slippery concept of information need in a comprehensive, clear-
cut and understandable analytical framework, which is precisely the form of
scrutiny offered here. Not that the parameters of such a framework too
readily come to mind, for it is far more difficult to describe the characteristics
of information needs than, say, those of housing needs. This is probably to do
with the fact that information needs arise from other needs: as such, they are
more likely to be accorded less individual thought and consideration, and, in
result, their characteristics are not so easily remembered or disentangled.
With all that, information needs are perceived as less concrete and more dif-
fuse: just as you can describe the key characteristics of housing need as being
building material, site location, type (apartment, semi-detached), number of
rooms, architectural design/character, and age/period of the property, so too
can the characteristics of information need be described.

Thus, it is possible to identify 11 major characteristics of information
need: subject, function, nature, intellectual level, viewpoint, quantity, quality/
authority, date/currency, speed of delivery, place of publication/origin, and
processing and packaging. These characteristics combine to form a compre-
hensive evaluatory framework, for it takes the holistic consideration of the
different attributes of an information need to provide a truly fitting answer to
a problem encountered. Suffice to cite the example of the unsuitability to
most UK-based high-school students of some information, which may be
right on target subject-wise, but, say, highly scientific in its level, 20 years old
and in Chinese, to demonstrate the point. It is important to mention at this
juncture, although the portrayal of the various facets of need may take a lot
of words, this does not mean that using the framework is a long and laborious
task. It is the understanding that takes the time. Once the form of analysis is
mastered, then the various sections outlined below shrink into a headings
checklist.

The 11-pronged framework proposed here can, thus, ensure that information
delivery is consumer-centred, targeted, personalised and relevant. Indeed, it
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can be profitably used at both a macro level — for effective strategic information
management planning, and at a micro level — for the efficient carrying out of
routine enquiry work and consumer online searching. More specifically, the
framework can be put to use for the following purposes:

(1) Laying the foundations for the design of personalised information services
by benchmarking the needs of different information communities and making
comparisons between them.

(2) Monitoring and evaluating the effectiveness and appropriateness of existing
information systems from a consumer perspective.

(3) Detecting gaps in information service provision and remaining vigilant to
changes in need necessitating modifications, adjustments and fine-tuning.

(4) Aiding the assessment of the never-ending tide of new information
products.

(5) Ensuring that one-to-one information service encounters are set on a firm
footing and conducted in a systematic and comprehensive manner.

(7) Bringing the information consumer and the information professional
closer together (something that is inherent to the information needs
assessment process put forward here).

(8) Providing an information literacy training tool for the enfranchised, but
untrained, digital consumer.

(9) Offering a self-help guide for the e-citizen who wants to maximise the benefits
of the information cornucopia. Students of all subjects would particularly
benefit.

Subject

Subject is probably the most obvious characteristic of information need,
central to nearly all information need statements. Indeed, it is probably the
one feature most readily coming to mind for describing an information
need. Libraries arranging their document collections by subject and search
engines providing access to the world’s information resources by the means
of keywords is a testament to the importance accorded to this aspect of
information need. This is not to say, though, that describing information
needs in subject terms alone will lead to wholly satisfactory outcomes. As
has already been noted, only if all relevant attributes of the information
need are considered, can a truly appropriate solution to the problem be
found. Still, while subject is not the sole aspect of significance in the por-
trayal of an information need, it is plainly a very important one (hence
Google’s interest). Unfortunately, it is also one that often defies our attempts
to get it right, for the successful matching of a person’s subject require-
ments with the ‘right’ information is far easier said than done, and no
wonder: subject requirements vary so with the idiosyncratic circumstances of
each and every person, or even with those of the very same person at different
times.
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Inter- and intra-individual variations in subject requirements

In today’s multidisciplinary and multitasking world most people undertake an
ever-increasing variety of roles, each with its own subject requirements. On the
job front alone an individual might function in a number of capacities. Thus a
university lecturer might have teaching, counselling, consultancy, administrative,
professional and union responsibilities, and, probably above all, research obli-
gations. In consequence, people need to concern themselves with quite a few
subjects: mastering some, learning a bit here and there about others; keeping
in touch with some, occasionally (if at all) revisiting others. It is not necessarily
the individual’s lead role(s) either, where the most pressing need for informa-
tion is. Indeed, it could be argued that the individual would already have
ensured that arrangements were satisfactory in this department, for example
by putting to good use one or other of the widely available current awareness/
alerting/RSS services. It is elsewhere — outside the mainstream interest —
where initiating ‘jewel hunting expenditures’ in a library or on the internet
may be deemed necessary. Thus, for example, a focus group of academics atten-
ded by one of the authors, convened to discuss and reflect upon scholarly
research behaviour, said they followed developments in their specific areas of
interest mostly via subscriptions to alerting services, which sent them journal
tables of contents (TOCs) on a regular basis; however, outside their immediate
fields they considered Google searches the better option for the purpose.
What makes the whole matter rather tricky, though, is the fact that every
role people undertake requires them to have detailed knowledge on some
things and a broader understanding of many other things. Obviously, people
have different information needs and different methods of meeting these needs
in areas outside their fields of expertise, in which their knowledge is limited or
even altogether non-existent, and in which they are certainly not as well versed
in the literature, the methodologies and the jargon. Take again the example of
the information needs of university lecturers. As Menzel (1964) points out, in
their particular role of researcher alone, each scholar’s area of attention com-
prises several fields or sub-fields arranged in concentric circles: the primary
field of attention, at the centre, is to be kept up with in full detail; the sec-
ondary fields, at varying distances from the centre, are also to be kept up with, if
not in the same detail; and fields towards the periphery merely warrant knowing
about progress made. A similar differentiation holds true where university
lecturers’ other roles are concerned, too: in some areas they follow the advances
made pertaining to their teaching in minute detail, while in others they dip into
the material every now and then, just to gain a smattering of understanding
of current professional issues. Thus, for instance, one of the prime teaching
interests of Library School lecturers — on which they spend a lot of time and
have done so for many years — is online searching. It follows that they would be
grateful for everything newly written about, say, Dialog, a system they usually
teach in depth. However, the same lecturers must also keep in touch with
developments in the broader Library world, for they are training students to
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work in libraries. The need here, though, is for general, contextual data only: a
general item on the financial problems faced by libraries would be acceptable,
but perhaps only the one, not too detailed, item would be sufficient.

Furthermore, not only do different roles and endeavours call for material in
diverse subjects and in a range of detail, but they may very well require
information that also varies as to the extent to which it delves into a subject.
It is very much a question of how deep the interest lies. True, these days
people’s ‘concentric circles of interest’” are getting smaller and smaller in span,
as one academic explains: “You know that you are unable to cover the whole
field, and in consequence you concentrate on specific issues ... you deal with
the trees, rather than with the whole forest’. However, at the same time, these
circles of interest grow ever-more specific. In fact, the developments in this
direction seem to form a self-perpetuating circle, for the need to cope with the
huge quantities of information being constantly generated seems to dictate, as
much as to originate in this ever-growing specialisation. Thus, a salient fact of
contemporary life seems to be a focusing of interests and, as its direct deri-
vative, a focusing of information needs. Another academic, also testifying to a
focusing of his research interests and his information needs, elaborates: “You
have to specialise, otherwise you won’t be able to cover all the knowledge in a
given field, [and] because of the specialisation you need to inquire more
deeply into your subject, you have to know more about it’.

However, just how specific a request is may greatly vary from person to
person, or even from situation to situation for the very same person. An
interest in, say, organic gardening might entail a need for some quite broad-
spectrum information, if the person is a newcomer to the subject area — “The
Manual of Organic Gardening’, for instance — or for some very specific, in-
depth information, if it is for the use of an expert — such as ‘“The No-digging
Approach to Potato Cultivation’. By the same token, a visitor to a health
website may sometimes search the site for a specific purpose, looking for
exhaustive information on a given subject, whilst at other times the same
visitor turns to the site simply to browse the general health news. Of course,
information seekers often have a very good idea of just how specific and
detailed the material they are looking for must be, but does the intermediary
or system know? If this is not untangled at the outset, either a flood of dense
information is unleashed on the unwary, or the supply of information is
choked off to the needy.

To complicate matters even further, people’s interests and responsibilitics
change — nothing is set in concrete. Rather to the contrary, as a casual com-
ment of a physicist, musing aloud on his information needs, seems to indicate:
‘My area changes so much, that I constantly have to spread out to more and
more domains, and in consequence I need to know increasingly more. It’s not
the way it used to be; in the past you accumulated the information you
needed in the first few years of work in a field and from then on you only
needed to keep track of further progress made. Now it’s the other way round:
with the passing of time I need to know more and more of things I have never
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needed to know before’. It seems, then, that routine and regular monitoring
of the subject premises upon which the increasingly more widely available
current awareness/alerting services are built must be carried out if they are to
maintain their effectiveness. Virus-checking programs today often update their
scanning lists daily and information systems should take their lead from
them. Updating needs profiles should be conducted at the very least once every
six months to maintain their effectiveness. Once a quarter is better.

Having seen how differences in personal circumstances entail discretionary
information needs and uses both on the inter-individual and the intra-individual
level, we now come to the biggest challenge of all: the matching of a person’s
subject requirements with the ‘right’ information.

Locating pertinent information on a subject

The root of the difficulties encountered when attempting to find appropriate
information on any given topic seems to lic in the problems associated with
effective subject description. The conversion of the need for information into
terms that adequately clothe its subject sounds easy, but it is not: people are
unlikely to furnish all the terms the information system needs for it to pro-
duce the goods, or, even when prodded (by pop-up boxes, for instance), to
provide the most productive terms. It all boils down to the problem of trans-
lating user-generated keywords into the retrieval language of the information
system, which purportedly has been solved with the introduction of structured
access to information. However, as the huge popularity of keyword-based
information seeking irrefutably proves by now, bibliographic description and
controlled subject access are not held to be as crucial to information work as
librarians would have us believe. In fact, information seekers have long been
‘voting with their feet’ in manifesting quite some reluctance to locate the
information they need on a given topic in the methodical, bibliographic-tools-
based fashion wistfully recommended by information professionals. Thus, for
example, Palmer and Neumann (2002) observe that academic researchers in
the humanities are renowned for their propensity for serendipitous locating of
information despite the plethora of secondary searching tools at their disposal,
to which King and Tenopir (1999) add that science and social science research-
ers too have been found to prefer less systematic methods of information
retrieval.

Perhaps not surprisingly: first of all, as Stoan (1984) points out, no subject
heading or descriptor can adequately analyse a book or an article for the
reader, as bibliographic access tools to the literature introduce another layer
of human minds through which information must be filtered, evaluated, clas-
sified and labelled. Also, locating information through the use of the con-
trolled vocabulary of a catalogue, an abstract or an index necessitates lighting
on the ‘right’ subject terms, which for all practical purposes depends on the
seeker’s ability to second-guess correctly the indexer’s choices. Happening on
the ‘correct’ term is clearly difficult enough even in knowledge areas, most
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notably the sciences, where the information content of a publication is definable
in concrete and universally accepted terms. It is obviously a far more for-
midable task in fields of a less predictable terminology, such as the humanities
and social sciences, in which vocabulary is conventionally assumed to be
fuzzy and hard to pin down. It is for this very reason that a university-based
political scientist argues so hotly against unconditional reliance on alerting
services in his efforts to keep up with new developments in his areas of inter-
est: ‘I'm constantly on the lookout lest I fail to spot relevant material, as I can
never be sure that I can correctly predict an indexers’ choice of terms! Just
last week I almost missed an article of importance because it was under
“prejudice” rather than “xenophobia™!’.

There is, of course, a time-honoured (but increasingly less-used) solution to
these problems of relevance and precision in defining the subject of an infor-
mation need: professional assistance. Take, for example, the attempt to solve
an information problem on a one-to-one basis. An information specialist will
spend some time, ideally in the presence of the customer — not so easy in the
virtual world — scanning thesauri and sample issues of secondary services,
often coming up with quite satisfactory results: the broad-narrow and related-
term networks will provide an excellent word map in which to place a topic,
resulting in sufficient terms to effectively cover a subject. Yet, even enlisting the
help of an intermediary does not guarantee problem-free information retrie-
val, for clients seem to find it very difficult indeed to pinpoint the subjects of
their information needs.

One frequently encountered problem is that people, in their attempt to
communicate to the information professional or system the subject of their
concern, generalise the query. Mostly they do this in order to ease the way of
the intermediary into what they consider a complicated and intractable pro-
blem that they have spent a long time considering, but to which the inter-
mediary comes cold. Interestingly, people appear to do the same with remote
information systems, too. However, there are other reasons for generalising
requests: to provide browsing room to allow for the inadequacy of the key-
words; to simplify things for the intermediary, who is not necessarily a subject
expert; to minimise the risk of early rejection and to provide space for nego-
tiation, in case the intermediary can only offer limited assistance; and to get a
prompt reply by means of a short, perceived then as simple, question. Infor-
mation workers, indeed telephone helpline operatives, all have their own pet
examples of hopelessly general questions, such as the following gem: a request
for books on fish in a public library. Now, in a public library there are books
on catching fish, cooking fish, the biology of fish and fish as pets, to name just
the most obvious possibilities. Take, too, this real-life query: ‘I wonder if there
is any information on new cars?” The actual requirement was for dealers’
prices for the Honda Civic.

Closely related to general question-framing is vague question-framing —
sometimes the two are indistinguishable. Confidentiality concerns can lead to
people cloaking or camouflaging their interest from the intermediary or
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system (in case it is monitored), so that others are not alerted to their parti-
cular line of enquiry. This can happen in the information centres of news-
papers, especially in those that serve journalists from a number of papers, as is
the case at News International and the UK Mirror Group. More often, vague
subject specification mirrors the users’ own confusion and uncertainty as to
what they want: it is difficult for them to verbalise their problem, although
they will recognise what they want when they see it. After all, users are asking
for information to fill a gap in their own knowledge: this must inevitably lead
to some imprecision in the formulation of the query.

Not that all these are insurmountable problems; far from it. In point of
fact, information professionals learn early in their careers to identify such
obstacles to subject specification and deal with them effectively in the refer-
ence interview. Unfortunately, though, in these disintermediated days, where
most searching is conducted remotely and anonymously, they have fewer and
fewer opportunities to put their expertise to the test. Even before the digital
information world became for many people a far superior alternative to the
print-based traditional library, turning to the information professional was
perceived as time consuming and labour-intensive compared to researching
information independently. So much so, that even researchers, for whom attain-
ing the right information at the right time is absolutely crucial, were found as
long as some 35 years ago to shun professional librarians (Meadows, 1974),
and this to such an extent that, apparently, they were ‘prepared to consult
almost anyone, except a librarian’ (Line, 1973, 33). By now, this reluctance to
use the services of an intermediary seems to have become an overpowering
trend: in our age of ubiquitous desktop access to massive quantities of infor-
mation on any and every subject, help yourself is very much the name of the
game. After all, who needs information professionals performing their feats of
conjecture to alight on the right subject descriptors when all it takes is typing
in a keyword or two? Searching is easy, is it not?

Well, as it happens, it appears not. Thus, as Bates (1998) contends, in study
after study, across a vast variety of environments, it has been found that for
any target topic, people will use a wide range of different terms. Two examples
help to illustrate the nature of the problem. A research academic, searching
for material published on the topic of people doing work ‘on the side’, i.e. with-
out the various government authorities knowing, uses the term ‘moonlighting’.
However, a comprehensive trawl of the literature would soon uncover more
terms: second economy, underground economy, black economy, black market.
All of these terms will have to be employed if the search is not to become a
lottery, which much searching is. Similarly, a search for material on the elderly —
a relatively simple concept one might have thought — is, in fact, even more
problematical with the following possible alternatives: retired people, old age,
the aged, senior citizens, pensioners, old people, old persons. It gets much more
complicated than this when two or more concepts are involved.

Still, people seem to favour greatly what is in effect the epitome of the
shallow thinking characterising ‘trial and error’ behaviours: the portrayal of
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information need through keywords alone. ‘Google is doing a great job for us
these days ... you only have to know how to search, how to choose the key-
words’, says a computer scientist, and his psycho-oncologist colleague joins
him in extolling the wonders of the technique: ‘I search for information by
trying various word combinations which I think will get me to the information I
need, all sorts of word combinations, until I find the ideal combination’.
However, she seems to be unique at least in one respect: these days not even
scholars construct searches with many terms in them. Typically one-third of
users enter one word in their search statements, about the same proportion
two words, and only the remaining third enter three words or more (Nicholas
et al., 2008b). To be sure, today’s information seeking is very different from
that prevailing in the hard-copy environment of the late 20th century.
Searching is no longer a serious activity in terms of thought, preparation and
execution. No doubt, subject keywords are perceived as providing the easy
and quick fix, although, of course, they fix a little as every user of a web
search engine is only too aware.

Indeed, as the use of search engines is fast becoming the first-line option for
tracking down pertinent information, there is a proportionate increase in the
retrieval of irrelevant documents. It is easy to see how this comes about:
today’s information seekers, steering clear of ‘superfluous’ bibliographic access
tools or professional support because ‘it is so easy to conduct an information
search on the web’, forgo the benefits of accurate and comprehensive analysis
of need, which alone can guarantee relevant and precise results. Also, the ease
of use characterising search engines comes at a price: much of the material
procured by this form of wide-angled (shotgun) searching will inevitably be
irrelevant.

Apparently, then, the awareness that much of the material served up in
spades by a search engine will probably be found irrelevant does not deter
people from its use; they are quite happy to trade failure for convenience. This
dovetails neatly with the waning of the hue and cry characterising the early
days of the web concerning the problematic nature of locating information of
relevance via search engines. Thus, for example, gone are the (not so long ago)
days, noted in study after study (Kibirige and DePalo, 2000; Massey-Burzio,
1999; Voorbij, 1999; Wang and Cohen, 1998; Zhang, 1999), when academics
consistently clamoured for librarians’ professional intervention to remedy the
problems seen as emanating from the lack of bibliographic description and
controlled subject indexing of the information to be found on the web.
Indeed, the CIBER studies into the use of various e-information platforms,
most notably in the areas of health (Nicholas et al., 2007a), scholarly journals
(Nicholas et al., 2008b) and scholarly books (Rowlands et al., 2007) find time
and time again that whatever the specific audience, users tend to shun on-site
menus, complicated interfaces and myriad search options, opting instead for
search engines. Thus, the majority of users (the proportion normally varies
between about two-fifths and three-quarters) find a relevant site through the
use of Google or other search engines. Anecdotal evidence gleaned in the
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aforementioned focus group, discussing the information seeking of academics,
indicates that even among researchers, with very specialist, sometimes esoteric
fields of inquiry, the notion of discipline-specific databases seems to have
bitten the dust in favour of convenient but incomplete generic services like
Web of Science and Science Direct. The attitude appears to be that ‘if the
information isn’t found there, it’s not worth looking for’. This mirrors the
behaviour of their undergraduates; it is just that they look for something a bit
more ‘select’ than Google. No wonder then that, as Russell (2008) points out,
there is a marked increase in search engine-based information retrieval: in
2007 approximately one-third of internet users utilised a search engine to find
a site, even if they had visited the site before, whereas in 2003 this was just
one-quarter! Furthermore, as the evidence amassed in CIBER’s Virtual
Scholar research programme (2001-08) indicates, this is just the beginning,
for the younger the information seekers, the more likely they are to tackle an
information need by keyword-based retrieval via the use of search engines
(Nicholas et al., 2008b).

Not that this growing popularity of search engines, bringing about the
habitual reduction of an information need to a few haphazardly chosen key-
words, is all that surprising. Keyword searching may not be the most efficient
information retrieval method, yielding, as it usually does, a considerable amount
of ‘noise’, but it does provide the information seeker with a much wider and
disparate view of what is on offer — more titles, older material, from more
subjects. Also, it is certainly a far more convenient method of information
retrieval than using an arbitrarily chosen descriptor or subject heading assigned
by a third party. Finally, perhaps most importantly in today’s hurried times,
when ‘fast, easy and trouble-free’ is so often the overriding consideration in
everything we set out to do, the use of a search engine serves the ultimate
goal of the information consumer, the simplifying or short-circuiting of the
information-seeking process. In addition, using a search engine is costless,
except for the time spent — and it only takes a typical internet user 10 seconds
to check out a page (Nielsen, 2000), and, courtesy of associated advertising,
you might even find something to buy.

Thus, search engines offer the prospect of trouble-free, targeted and direct
access to meet an information need, providing as they do massive choice in
response to a query of a word or two. No wonder they are perceived as offering a
relatively sophisticated search facility for people with limited knowledge
about either information retrieval or the content sought. In this respect they
might have become the digital equivalent of the ‘returned book shelves’, the
place where the tried, if not necessarily proven items are to be found. The
quest for effortless searching is so pervasive that young people even exhibit a
strong preference for expressing themselves in natural language rather than
analysing which keywords might be more effective (Williams et al., 2008).

The ramifications of this inexorably growing preference for unmediated and
uncomplicated information activity may be quite far reaching. On the most
basic level, as it unmistakably emerges from the substantial evidence base
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amassed by the CIBER research group over the years, search skills and levels
of digital literacy are (largely unacknowledged) problems for a considerable
number of people. There seems to be some disturbing data which indicate that
much use appears to be passing and/or ineffectual, and could possibly con-
stitute a ‘dumbing down’ in information-seeking behaviour. Thus, lots of hits
are just searchers passing through; they put in the wrong word and got to the
wrong place. Take the example of an investigation of the BBC website (Nicholas
and Huntington, 2005), which found that a considerable number of users made
input errors when entering their search queries, and often did not notice what
they had done until the search results were displayed. When participants noticed
spelling suggestions (i.e. ‘were you looking for ... ’) they often welcomed
them, although several users scrolled directly down to the results list. The recur-
rent indications of poor/limited searching do make one reflect on the effec-
tiveness of information literacy strategy and programmes. It would indeed be
ironic if the web that provided for the enfranchisement of the user in infor-
mation terms was also guilty for the disenfranchisement of whole swathes of
the population unable to take advantage of the information deluge.
Furthermore, this may be the first inkling of a major change underway in
today’s information consumption dictates. The fact that search engines, unlike
browsing mechanisms like content, subject and alphabetic lists, do not require
information seekers to have any prior knowledge of the formal literature, its
structure and hierarchy might well mean that future users will bring with
them less knowledge of the scholarly system, of which libraries are currently
an important component. Seeing that most libraries were originally — and still
are — designed so that their contents could be browsed first, this is quite a
fundamental shift, which is not yet reflected in information provision.

Function (use to which the information is put)

People frequently need information for achieving the vast variety of their role-
, task- or interest-dictated goals. The inevitable outcome of this state of affairs
is that each individual puts information to work in diverse ways, contingent on
the specific circumstances in which the need for information arises. Take, for
example, the different functions information fulfils for individuals in their pro-
fessional capacity alone. It begins with the organisation or professional commu-
nity to which they belong: since the end products of each such organisation/
community are distinctive, so are, as you might expect, their uses for infor-
mation. In the case of journalists information is used to write stories; in the
case of social workers it is often used to answer resource questions concerning
their clients; and in the case of academics it will be used to root a new inquiry
in its context, help compile a lecture or update a reading list. Further to that,
within each profession (and organisation) the prime function to which infor-
mation is put will vary according to the role and specialism of the individual.
Thus, managers in social work departments would be using information to
monitor the progress of the organisation, rather than to answer the resource
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questions of the client group. Nevertheless, there are some generalisations that
can be made about the functions to which people put information. Essen-
tially, people need information for six broad functions or purposes, and it is
very important to distinguish between them, for they require very different
information solutions. They are: (1) getting hold of answers to specific questions
(fact-finding function); (2) keeping up to date (current awareness function);
(3) investigating a new field in depth (research function); (4) obtaining a
background understanding of an issue/topic (briefing function); (5) procuring
ideas or stimuli (stimulus function); and (6) looking for interesting titbits of
information just for the fun of it (recreational browsing function).

The fact-finding function

Very often indeed, people need information simply to obtain answers to spe-
cific questions. These questions are familiar to all reference librarians: they
are of the ‘who, why, what, where, when and how’ kind. Such questions may
be straightforward, like the address of an organisation or individual, a bio-
graphical portrait; or complex, like the number of aircraft near-misses that
occurred in 1987. The huge popularity of such fact-finding tools as Wikipedia
and the now electronically accessible “The Statesman’s Yearbook’, and the
enduring high regard in which the still print-only ‘Whitaker’s Almanack’ is
held, bear testament to the strength of the need amongst end-users.

Indeed, everybody has this fact-finding need and for most of us it is a
recurrent, perhaps everyday need; many of the queries of e-shoppers, for instance,
fall into this camp. Even practised and experienced researchers, who know
their literature very well, frequently seem to encounter those gaps in their
knowledge (Bernal, 1959) that send them in pursuit of a piece of necessary
information: a bit of data, a method, the construction of a piece of apparatus,
an equation ... Luckily, the need is relatively precise and well-defined, generally
met by facts, names, addresses, statistics and the like. Not a lot of information
is involved in meeting this type of need and the interchange between user and
information system/intermediary is consequently brief: therefore, such needs
are by and large easily and cheaply met. They are also easily delegated.

There is a lot of evidence to suggest that nowadays fact-finding needs are met
almost universally via the web; it seems to be everybody’s handy encyclopaedia
and telephone directory, and then, of course, there is Wikipedia. Hardly sur-
prisingly, of course: this is simply part and parcel of the by now truly widespread
tendency to regard the internet as the first-line source for meeting all informa-
tion needs. Thus, for example, in the aforementioned comprehensive survey of
the use and impact of key digital health platforms and services in the UK
(Nicholas et al., 2007a) it has been repeatedly stated that the internet is now
the first source consulted, with people saying that other sources were consulted
only ‘when I can’t get what I need from the internet’. This was true even for one
respondent working in a location where there was a medical library: ‘I usually
first try to find relevant info on the net, because it is easier than getting hold
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of hard copies of the same or similar info. If the net can’t offer enough, then I will
try to get the information from medical library at work’. Obviously, where easily
solvable problems, necessitating only some fact finding are concerned, the con-
venient accessibility of the truly wide-range information on the web does indeed
render it the prime option for resolving painlessly and quickly the occasional
disruptions to workflow or thought processes caused by problems of this sort. Yet,
interestingly, it is precisely this need for specific information which can at times
still bring people to the physical library, despite its plainly diminishing impor-
tance in the eyes of many (Martell, 2008). Thus, for example, as it has been
shown by Herman (2005), humanities scholars still regard the library as their
primary option for fact-finding purposes, even though turning to a colleague
or searching the internet could leave them comfortably seated at their desks.
Apparently, as Brockman et al. (2001) point out, their investigations often raise
questions pertaining to details which can be found only in lesser-known pri-
mary documents or secondary sources. These stand a better chance of being
located in a traditional library, for, in many of the commercial full-text and
indexing products available in the humanities the marginal and the esoteric
are ignored in favour of the canonical and the influential.

The current awareness function

Moving on to another use to which information is put, we now come to people’s
need to keep up to date, to follow the new developments in their areas of
interest. This is also a generally widely felt need, especially in today’s knowledge-
and information-based society, but in some fields and professions the concern
is much more pressing. In fact, as Wilson (1993b) suggests in his essay on
maintaining currency, for the large class of knowledge workers — i.e. knowl-
edge producers (those active in research and development) and members of
the professions — the requirement to keep up with one’s field is an ethical
requirement, sometimes even dictated by the law. However, social pressure
strongly reinforces the demands of ethics and law: people do not want to
appear to their peers to be behind the times, because that is likely to expose
them to contempt. This is how a biologist puts it: ‘I need to know what’s
going on so that I don’t turn out to be the laughingstock of the field, pro-
posing a ‘new’ project five other labs are already working on’. Further to that,
Wilson (1993b) adds, there is a kind of ‘logical’ pressure involved, too: keep-
ing up with professional advances made is, of course, plain common sense, as
people’s principal assets are likely to be their stock of specialised knowledge,
which, for them, makes keeping up to date nothing less than a form of self-
preservation. Literally so, apparently, as a neuro-biologist, mincing no words
in getting across the message, explains: ‘Keeping up is one of the measures
you take in order to safeguard yourself ... otherwise you’ve no way of know-
ing what goes on in the world, and in science it’s truly critical and essential
that you do. If you want to survive, you’ve got to do it, if you don’t know
other people’s work you're as good as dead’.
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Maintaining a hold on what is going on is a particularly essential part of
professionalism in dynamic fields, characterised as they are by sudden, fre-
quent and widespread change. This is plainly the case with all journalists, and
enormous amounts of money are spent assembling complex information sys-
tems to enable them to keep track of events in real time, although they have
been helped considerably in this by social networks, like Twitter and Face-
book. In academia, too, it is the fast-moving areas that require constant vig-
ilance over developments, although in the case of scholars, it is the research
advances made that need to be followed, rather than events. Indeed, keeping
up to date is considered a must in all scholarly fields, as an academic, an
expert in philosophy, elucidates: ‘Keeping current is very important. You can’t
conduct research ... if you are isolated from other people’s work; that is, you
can, but it will be much less efficient ... You can’t discuss a problem without
acknowledging that somebody wrote something on it recently, you can’t write
an article on a problem which somebody else has already solved ... Only if all
researchers determinedly keep pace with the developments in their fields can
scholarly progress be guaranteed, otherwise they’ll re-invent the wheel over
and over again’. Still, in matters of keeping up with the developments in one’s
field it has long been demonstrated that all researchers are definitely not cre-
ated equal. Not that they differ as to the theoretical importance accorded to
keeping abreast of new developments in their areas of interest; it is rather the
definition of keeping up which differs from discipline to discipline and, in
result, so does the pace of the activities aimed at attaining currency. Indeed,
there can be little doubt that ‘making every effort to keep current’ does not
mean the same for scientists, social scientists and humanists.

Scientists consider keeping current an ongoing task of great urgency and no
wonder: as their fast-moving fields are characterised by rapid changes, unless
they are invariably up to date, they are liable to put in jeopardy the successful
outcome of their research efforts. Not realising that some research has already
been done, they may repeat it and, as a computer scientist puts it ‘you turn
out to be an idiot ... because you have wasted your time, and because people
will tell you: what, didn’t you know?” Moreover, in addition to the waste of
energy and resources and the loss of face involved, ignorance of new research
developments may also slow down their progress to the point of thwarting a
claim to priority of a discovery (Becher, 1989; Garvey et al., 1970; Garvey,
1979; Price, 1986).

In comparison, social scientists can afford to adopt a more relaxed attitude
to the need to maintain currency, since, as Line (1973) contends, the penalty for
refraining from doing so is not as severe as in the case of the science researchers;
with the circumstances of the typically empirical research projects of the social
sciences differing from place to place and from time to time, it is not too
likely that any findings would be discarded altogether because somebody else
‘got there first’.

As for the humanist researchers, they are altogether complacent about the
whole issue of keeping current, far less concerned than their scientist and even
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their social scientist colleagues with making sure that that no new contribution
in their subjects escapes their attention immediately upon publication. Thus,
although they too are mindful of the need to keep pace with new develop-
ments, they are believed to contentedly adopt an ‘if not sooner, then later (or
even much later)’ frame of mind to the whole issue (Fulton, 1991; Stone,
1982; Wiberley and Jones, 1989). Stone (1982) links this relative tranquillity
attributed to the humanities researchers, with regard to following the progress
made in their areas of interest, to the nature of scholarship in the humanities:
since the humanist researcher’s innovative contribution to knowledge can
consist of different perspectives or different understandings of the same work
and might not present any new ‘facts’, awareness that others have worked or
are working in the same field is less important; there is small chance of actual
duplication occurring and it may not matter much if it does, so long as each
presents an original interpretation. Indeed, at first glance, this danger of
reinventing the wheel does not seem very relevant where humanities research
is concerned. After all, who dare claim that the ultimate word on, say,
Hamlet has already been said? However, the following story, recounted by a
professor of literature, clearly demonstrates that in the humanities, too, the
danger is there: ‘Having re-read Jane Eyre I realised that there was a recurring
motif of opening and closing of doors and windows in it. Rather happy with
my insight, I wrote a long article on the subject, only to discover that somebody
else had come up with the idea long before I did and there was a very good
article on the subject, far better, unfortunately, than mine. There was nothing
to be done about it; I literally threw the article into the bin’. Evidently then,
humanists, too, have very good reasons for following the scholarly advances
made in their fields.

Not very surprisingly, then, seeing to it that current awareness needs were
adequately met was a major concern of the information community up until
recently, and with good reason. The huge amounts of information generated,
often referred to as the information explosion (a phrase nobody uses any
more), did make the systematic monitoring of advances achieved quite com-
plicated, even with close support forthcoming from computerised information
systems. Thus, despite the ready availability of Selective Dissemination of
Information services — regular, pushed information services based upon user-
supplied keywords that represent ongoing interests, now increasingly being
replaced by RSS (Really Simple Syndication) feeds — maintaining currency
does necessitate a great expenditure of time and effort on the part of the
individual to be spent on vetting and digesting the data. Still, in the above-
mentioned survey of the roll-out of digital consumer health services in the
UK during the period 2000-05 (Nicholas et al., 2007a), one user type identi-
fied was people who rated medical news and research highly and wanted to
keep up to date. In fact, almost one-quarter of the users were on the site
simply to browse the general health news, rather than to search it for a spe-
cific purpose. By the same token, the ways of a psycho-oncologist, who five
years ago still reported seeing to her needs for up-to-date information in a



Template: Royal A, Font: ,

Date: 02/09/2009; 3B2 version: 9.1.470/W Unicode (Jun 2 2008) (APS_OT)
Dir: P:/eProduction/WIP/9781857434873/dtp/9781857434873.3d

A framework for evaluating information needs 41

fairly regular manner ‘because information becomes obsolete in a fraction of
a second’, were quite the norm. No longer, though.

Logs, as well as interview and focus group data tell us that people are not
keeping up to date as they once did: with increasing time and resource pres-
sures at most workplaces and in many households, current awareness is no
longer a discrete or regular activity. Thus, for example, in the just-quoted
survey of digital health services in the UK (Nicholas et al., 2007a) doctors
testified that at least some of their professional updating was done in response
to a specific need: on the comparatively rare occasions when they were faced
with complaints that required information beyond their personal stock of
knowledge, they turned to the internet to aid them in forming a diagnosis and
advising the patient. That it should be so is perhaps not wholly unpredictable:
after all, the need for keeping up is inevitably vaguer than the need for facts;
therefore, it is an information activity that may more easily be put on the
back burner, dropped or conveniently overlooked. Also, whereas fact-finding
is usually associated with immediate and often urgent problem-solving — and
hence has to be dealt with speedily — this is not the case with current awareness.
There is often no direct pay-off; the effect is much more long term.

Indeed, even academic researchers, who, as it has just been noted, are very
conscious indeed of the need to keep up, do not, as a rule, routinely invest
time and effort in proactive information seeking aimed at learning of new
developments. True, as Herman (2005) points out, the range, variety and fre-
quency of researchers’ activities aimed at keeping current are determined by
the level of awareness deemed necessary in their disciplinary milieu to the
work being done by others. Thus, for example, in fast-moving areas, where the
disciplinary culture dictated norm is the ongoing exchange of pre-print based
information among researchers, users seem to appreciate greatly the benefits
of obtaining early intelligence via e-print repositories, as an academic, spe-
cialising in high-energy physics, describes: ‘First thing in the morning, I check
the new articles posted overnight. I'm addicted to this, I spend on average
between half an hour to an hour each morning checking if there’s something
new and interesting, or something which may link up with what I've been
working on ... Since everybody, from students to the most valued researchers,
sends the results of their work first to this archive, and only later to some
journal, this is all I need to keep up’. However, this is really quite the excep-
tion to the rule, for nowadays, contrary to widely held notions, academics
seem to follow the progress made in their respective fields with what can be
termed as ‘serene interest’, but no more than that. Thus, with the notable
exception of perusing e-journal TOCs when these land on their desktops, they
tend to update themselves when the need arises, tacitly relying on search
engines to deliver ‘current awareness on demand’. Indeed, libraries’ attempts
to interest their patrons in innovative alerting services, such as RSS feeds and
the like, meet with very little success, if any (Nicholas et al., 2008b).

It seems, then, that these days keeping current is a tactical, problem-driven
activity rather than the strategic, time-driven concern that it used to be.
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Presumably this is because keeping a finger on the pulse of the developments
presents less difficulty in an electronic environment, in which the information
tap is always in the on-position in any case.

The research function

Researching a new field in depth is a far less frequent and widespread con-
cern. Most people encounter the need to review the existing knowledge on a
topic only occasionally and irregularly, but, given the realities of con-
temporary life, it does not come as much of a surprise to find that this is on
the increase. Indeed, the insatiable demand for a multi-skilled and mobile
workforce in a world based on knowledge has turned us all into permanent
students, if not amateur scholars. There can be little doubt that these days,
when life-long study, as well as training and retraining have become cus-
tomary and taken for granted by large segments of the population, assem-
bling a solid information base in preparation for embarking on a new
undertaking (and not necessarily in work-related circumstances, either) is fast
becoming routine for many people. It is certainly no longer the prerogative
of those in research and academe! Indeed, the survey of digital health plat-
forms and services in the UK (Nicholas et al., 2007a) lent further support to
the notion, held by various health information providers and researchers
(London, 1999; Eysenbach and Diepgen, 1999, to name but two) that the
internet is exploited at a deeper level than that which might be expected of
lay users, with websites intended for medical practitioners accessed by non-
professional consumers alongside healthcare workers. Thus, for example, one
respondent commented: ‘I prefer sites, which are written by Doctors for
Doctors [sic]. I also like to see references to the research papers that back up
articles’.

This increasingly more prevalent need for anchoring a topic in its infor-
mation context often necessitates extensive coverage of the knowledge existing
on it, a state of affairs which is not invariably problem-free. True, the com-
puter-aided accumulation of data allows for the ongoing creation and easy
management of a dynamic, growing knowledge base, which is so wide-ranging,
that seekers of information have at their disposal an unprecedented array of
information resources. Also, computer applications can be of immeasurable
help in locating, accessing and retrieving relevant information. Still, the time
required to absorb and put to good use the data resulting from a simple
search for the information foundations of a given subject can reach such
enormous proportions, that a seemingly insurmountable problem is entailed.
Fortunately, though, the need to research a new field in depth does not equal
a need to assemble all the existing information on a subject, not even as an
ideal goal to which to aspire. This holds true even for academics, who have to
base their investigations on steadfast information underpinnings just as much
as anybody else, perhaps more, but, in addition, also need to identify the
lacunae in it for further investigation. Indeed, among the academics



Template: Royal A, Font: ,

Date: 02/09/2009; 3B2 version: 9.1.470/W Unicode (Jun 2 2008) (APS_OT)
Dir: P:/eProduction/WIP/9781857434873/dtp/9781857434873.3d

A framework for evaluating information needs 43

interviewed by Herman (2005), while a few did testify to aiming for obtaining
the maximum information coverage possible on the eve of a new research
project, others were more in agreement with a neuro-biologist, who said that
she only aimed at ‘getting the general drift of things’: ‘I had quite a few
arguments with colleagues [on the thoroughness with which the literature
needs to be reviewed]. Each time I mentioned considering a new topic for
investigation, I was told: ‘Go read the literature first’. And I keep insisting
that I’'m not interested in the literature when I can see with my own two eyes
what’s going on ... I don’t hold with performing a full review of the litera-
ture ... it should suffice that you know in general terms what has been done,
and what hasn’t, for you to go ahead’.

It seems, then, that whilst it is all too easy to mix up a good search with a
big search — and none come bigger than those associated with the research
need, the two are by no means synonymous. The novice or naive user (and
intermediary) may be particularly prone to pursuing such information needs
much too exhaustively, but this really need not be so. Establishing at the
outset of an information-seeking expedition the scope of comprehensiveness
and thoroughness required can simplify matters considerably, whether it is
end-users searching on their own or an intermediary searching on behalf of
somebody else. Moreover, as Wilson (1995) suggests, evaluating the search
results and then intentionally ignoring some of the potentially relevant infor-
mation to be found on a subject, which is really a routine and normal strategy
of research work, can be a very effective way to cope with the problem.
Obviously, this tactic can only work if the decisions taken as to which items
to use (and which to skip) are based on knowledgeable assessment of the
quality, authority and value of the information found, rather than resorting to
the popular practice of picking the first item(s) produced by Google, which,
of course, only proves the vital importance of the much-discussed need for
information literacy training.

One last point: it is important not to confuse a fact-requiring question for a
research one, because the information outcomes are as different as they can
be. The trouble is that the information need, which seems to occur most
readily to people, is the need for finding all relevant information on a topic.
As it has already been noted, even academics no longer consider it essential
to locate ‘everything’ known on a subject under investigation, but, never-
theless, their instantaneous association of a need for information often seems
to be with ostensibly gathering literally everything published on a given topic
(Herman, 2005). The root of the problem seems to be the fact that so much
Information Science research concerns academics. They really are a promi-
nent group of information users, but they also commend themselves because
they are a pliant and orderly population, who, to boot, are easily accessible
for a university-based Information Science researcher. The consequence is a
stereotype of information need, which, although no longer accurate even for
academics, is carried over to the population as a whole. No wonder, then, that
when graduates of Information Science programmes come to work in a
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practitioner environment, they tend to opt for information solutions more
appropriate to academic information problems, both in the planning of
information services and day-by-day work, much to the detriment of their
adequately meeting their clients’ information needs.

The briefingl background function

As previously mentioned, not everyone has the time or need to research a
field in depth. However, many people need a briefing on topics with which
they are broadly familiar, but perhaps insufficiently acquainted with the
detail, and sketchily and fleetingly need to be. For most of them this need is
probably met by the newspapers, which thus perform a key briefing function.

Generally, the broader the subject interest (which, inevitably, equals more
information), and the less the time available, the greater the need for the back-
ground brief. Journalists, for one, caught between the need to say something
authoritative about almost anything and with very little notice and time to do
this, are great practitioners of the background search — cuttings traditionally
fulfilled this need until the advent of digital newspaper archives. Another
group of users frequently in need of briefing are politicians. They are expected
to have a view on anything, so it is not surprising to discover that one of their
preferred information forms is the background papers produced by The House
of Commons Library. Indeed, this is a prime example of information profes-
sionals anticipating information needs, and an area where they can really
bring their skills to bear.

Ironically, the web — the chief culprit for the information deluge we are all
experiencing, is a great briefing source. Thus, for example, the overwhelming
majority of the seekers of health information in the survey of digital health
services in the UK (Nicholas et al., 2007a) said that the information found on
the web had helped them in understanding more about an illness or injury,
and more than a quarter of them reported that the information found was
even sufficient, in their judgement, to meet their health query and substitute
for a visit to the doctor. Coupled with the ability ‘to search on a wide range of
topics — much more than a local library, and to consult a range of sources
and perspectives’, it is hardly surprising that for many of them the internet
fulfilled effectively enough the briefing function, providing as it did what one
user described as ‘information that just wasn’t available before to normal [i.e.
non-medical] people’. However, patients bringing in internet printouts or dis-
cussing information they had acquired through this medium is not without its
drawbacks and dangers, as one health professional explained: ‘we are inun-
dated with half heard or understood fragments of information from the tele-
vision or half read magazine articles’. In result, added his colleague, ‘usually
the doctor has to allay fears or iron out misconceptions’.

Perhaps somewhat unexpectedly, today’s academic researchers have briefing
needs, too, especially when they participate in a scholarly endeavour attempting
to coalesce the kind of multifaceted, and often inter- or multidisciplinary
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expertise that one researcher working alone cannot always provide. Thus, they
may on occasion look only for the basic level information needed to aid them
in understanding the wider picture within which the specific point being
investigated is embedded, as a psycho-pharmacologist explains: ‘If I need
some information in a subject ... I'm no expert on, I'll look for a source,
which can provide me with the information on a sufficient level to answer my
question. I won’t delve ad infinitum into each subject, because I won’t see the
end of it’. However, they have their own strategies for fulfilling this kind of
information need (Herman, 2005), although they, too, utilise the web for the
purpose.

Apparently, more often than not a brief discussion with a colleague suffices
to point the researcher in the right direction. Obviously, the best option is
asking a renowned expert on the subject, which is indeed the course taken by
the more senior people. An archaeologist, for example, a prominent authority
in his field, has no qualms whatsoever as to the right way to proceed when he
finds himself up against a need for some background information: ‘I’ll contact
a friend of mine who is sure to know the answer, I'll just send him a quick e-mail,
he’ll get back to me in no time, and that’s that’. His economist colleague, also
of a standing in his field, takes much the same course of action, but he will
insist on talking to the colleague who can provide the information: * ... it’ll
cost the university for half an hour or an hour of a transatlantic phone call,
but I'll have my answer on the spot’. However, life is not as simple for the
novice academics, as a young philosopher explains: ‘Sometimes, when you
don’t know the answer to a question, youre well aware that there are others
who do. However, then it becomes a question of ... the people you are in contact
with in your day to day activities: if you work in a central place, where the
action is, you just ask your colleague down the hall, but if youre not ...’
Clearly, the problem boils down to a researcher having the right professional
contacts, for in this day and age, courtesy of the ubiquitous e-mail, technically
everybody is ‘down the hall’ from everybody else.

Well, if having the answer straight from the horse’s mouth, so to speak, is
not feasible, there is always recorded knowledge, which is indeed an often-
cited solution among academics. However, these days this is not invariably the
preferred option, as a neuro-biologist explains: ‘If in the midst of work I need
some information, I leave everything and dash to the library to get it. Though
nowadays it’s best to search the internet, it saves going to the library, looking
for the specific volume, which may not be on the shelf, and even if it is, you
have to go to the photocopying service, where there is a queue ... Also, often
a little e-mail, which you write in a second, can save you all that trouble, you
just ask a colleague to send to you the information’.

Still, when academics require a briefing on a topic, turning to the literature
is a prime option, for they have to hand review articles and extensive litera-
ture surveys designed for such purposes. These handy summaries of the state
of the art are obviously of considerable time-saving capabilities and, as such,
are very popular indeed among researchers. True, as Herman (2005) found,
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the practice of making do with a synopsis of the achievements on a topic in
lieu of assembling the original contributions comprising the information base
of a new research project is held, at least notionally, in very low esteem
indeed. Even in the sciences, where it should be definitely feasible to do so, for
in the ‘harder’ knowledge domains one reads to discover the outcome of
somebody else’s research (as opposed to reading for retracing the discovery
and analysis at the core of the research in the ‘softer’ areas), a summary of
advances made is rarely taken to suffice for laying the information foundations
of a new exploration. Still, the more pressured the researchers are, the greater
is the likelihood that they will rely on literature reviews. Indeed, in these days
of Research Assessment Exercises and comparable institutional evaluation
measures, which exert ever-increasing pressure on academics to produce as
much research output in as short a time as possible, literature reviews are
becoming much more important for scholars; they are considered a particularly
useful strategy for getting up to date and avoiding too much reading.

Having seen how information is put to work to fulfil the need for acquiring
some basic knowledge on a given topic, we now proceed to another of its
uses: procuring ideas or stimuli.

The stimulus function

The creative aspect of many a new undertaking feeds on information, which
can often serve as a stimulating agent, the source whence initiatives for an
original venture may hopefully ignite. This role of information as a fund of
inspiration is nowhere as pronounced as in the case of academic researchers,
intent as they are upon contributing new knowledge and understanding. To
be sure, it is their relentless search for the next problem to pursue which so
frequently accounts for their ongoing concern with access to information, and
with very good reason, too. As Palmer and Neumann (2002) contend, scho-
lars prime for future discoveries: by working at maintaining a high level of
interaction with a wide variety of information, they develop a state of pre-
paredness for new discoveries, a conclusion, which, of course, echoes Pasteur’s
well-known saying, ‘chance favours the prepared mind’. This is how an archae-
ologist puts it: “You read the literature, you know what you know, and all of a
sudden you realise that something looks at odds with what’s held to be true,
something doesn’t fit into the existing body of knowledge. So you think about
it, and then think about it some more, and perhaps come up with an alter-
native solution, which provides a better explanation. The existing knowledge
is the trigger, yes, indeed, always, there’s no such thing as not relying on pre-
vious information. Even if the idea occurred to Newton because the apple hit
him on the head, it was his previous knowledge, which enabled him to come
up with it’.

Hardly debatably then, information serves a particularly vital purpose in
sparking off fresh ideas and spurring new projects or investigations; the
only question is how exactly it happens. However, the processes that lead



Template: Royal A, Font: ,

Date: 02/09/2009; 3B2 version: 9.1.470/W Unicode (Jun 2 2008) (APS_OT)
Dir: P:/eProduction/WIP/9781857434873/dtp/9781857434873.3d

A framework for evaluating information needs 47

people to light on new insights and/or formulate problems of consequence
seem to defy attempts to describe it (Schwartz, 1992; Bath University Library,
1971a). What we do know is that these processes, including the utilisation of
information for the purpose, are obscure and intensely personal. Indeed,
whilst information seekers generally know what they are looking for, it is not
so when they are on the lookout for inspiration. Here they have only the
vaguest idea of what they are trying to find — and sometimes no idea at all. In
fact, they interact with information sources in the hope that this will result in
their discovering just what it is that they need; so much so, that quite fre-
quently it is by seeing something that they do not want that they are per-
versely alerted to something they do want. No wonder, then, that surfing
the web is a prime example of the stimulating effect information is capable
of affording. The full-text documents the web liberally offers, with their
hyperlinks and idiosyncratic natural language indexing, can in fact uncover all
kinds of dormant information needs by providing unusual and unexpected
associations of ideas.

Consequent to this state of affairs, the information seeking associated with
this particular need is unavoidably unfocused and unstructured, which often
leads intermediaries who observe it to the mistaken belief that what they are
witnessing is poor searching. Much of the rubbishing of end-users’ searching
skills found in the professional literature results from a poor understanding of
the characteristic information behaviour that results from individuals trying
to meet this kind of need. However, it is only through this kind of vague and
wandering exposure to great amounts of information that users can discover
what they want, to uncover their dormant information needs. This is why, as
we have already noted, humanities scholars, whose manner of conducting
research is highly individualistic and subjective, are so fond of browsing. As
Saule (1992) points out, their seemingly aimless examining of the catalogue,
scanning titles of books in the stacks or skimming a document sometimes
results in the fortuitous discovery of connections between ideas and words. Of
course, what is meant to stimulate can also irritate — and it can all too easily
happen that the individual is overloaded and/or led on a wild goose chase.
Still, it seems to be a small price to pay for fulfilling an information need that
can hardly be resolved in any other way.

Evidently, if people seeking novel insights and fresh ideas are to fulfil their
rather vaguely defined need for information, they have to rely on serendipity.
It is perhaps not very surprising to find, then, that people do not often deliber-
ately set out to discover stimulating information; rather, they seem to be on
the alert while they browse around on the web or on the library shelves. Still,
scientists, with their ongoing awareness of what the truly significant issues at
the frontier of the developments in their fields are, do report that from time to
time they scour the literature with the express purpose of locating topics for
new research (Herman, 2005).

So now we come to the last of the uses to which information is put:
enjoyment, pure and simple.
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The recreational browsing function

Information seeking is seldom seen as an end in itself; rather, it is viewed
instrumentally, as a means towards achieving one’s role-, task- or interest-
associated goals. Still, unearthing interesting titbits of information just for the
fun of it is a much-loved pastime: people while away many a happy hour
rummaging among the displays in a bookshop, leafing through books, jour-
nals and magazines in a library and, perhaps most notably, surfing the web.
Obviously, as Das et al. (2003) maintain, they regard such a non-goal-directed
information-seeking activity as its own reward, a form of entertainment,
relaxation and escapism.

There is, of course, nothing new about this leisurely use of information, but
the ubiquitous and effortless availability of the web, with its enormous infor-
mation reach and its ability to provide undreamed-of quantities of informa-
tion from one’s desktop, have made it more widespread than ever. Thus, for
example, Fallows (2006) notes that almost two-thirds of American users (78
million people) testify to having gone online to browse the internet for no
particular reason, just for fun or to pass the time, a percentage that has held
about steady since the Pew Internet & American Life Project, which is a daily
tracking survey on Americans’ use of the internet, began asking the question
in 2000. Indeed, she says, surfing the web has become one of the most popu-
lar activities that American internet users will do: nearly one-third of them go
online on a typical day just to hang out. In fact, compared to other online
pursuits, browsing for fun now stands only behind sending or receiving e-mail
(52% of American internet users do this on a typical day) and using a search
engine (38% of American internet users do this on a typical day), and it is in
a virtual tie for third with getting news online (31% of American internet
users do this on a typical day). Not that the huge popularity of recreational
information seeking on the web comes as a surprise for anybody living in our
times (at least in the industrialised world); we all do it, all the time. We have
all become information voyeurs, who set out to look for information when we
have no needs at all. Of course we do: these online sessions of wandering
around on the web just for the fun of it offer a smorgasbord of information,
attractively spread out for the consumption of a tasty bite here and there,
wherever the fancy takes us.

Interestingly, this manner of information seeking is by no means reserved
for recreational purposes; rather to the contrary, as we are about to see in the
course of our discussion here. However, first we need to see how people
obtain the information they put to use for the variety of purposes we have just
enumerated.

Coping with the call for information in an era of abundant choice

Having examined in some detail the different functions information fulfils for
individuals, as well as the distinctive information solutions each requires, all
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that remains now is the question of ‘how’. How do people go about meeting
the considerable range of their role-, task-, interest- or entertainment-associated
needs in today’s plentiful, if not over-abundant information world? The answer
emerges loud and clear from the vast evidence base that the CIBER research
group have assembled over the past few years. It is a very, very different form
of behaviour than the one that might be expected on the basis of reading the
classic information-seeking texts of Ellis (Ellis et al., 1993; Ellis and Haugan,
1997) and Wilson (1999). This is partly because we have undergone a massive
paradigm shift in information-seeking behaviour since they developed their
ideas, and partly because it has only recently been possible to observe infor-
mation-seeking behaviour on a huge scale and in minute detail. Indeed, the
digital consumer revolution requires us to consign to the bin much of what we
have been holding to be true about people’s ways and means of meeting their
information needs.

In result of being given digital choice, present-day information consumers
manifest a widespread, pronounced, endemic form of digital information-
seeking behaviour, best described as ‘bouncing’, although the terms ‘“flicking’
or ‘hopping’ would equally do. This is a form of behaviour where users view
only one or two web pages from the vast numbers available to them and a
substantial proportion (usually the same ones) generally do not return to the
same website very often, if at all. Thus, for example, all the CIBER studies
showed that around 55%-65% of e-journal users typically viewed no more
than three pages in a visit and then left; the studies also showed that around
half of all users did not return or only returned after a prolonged gap. This
suggests a promiscuous, checking-comparing, dipping sort of behaviour that
is a result of being provided with huge digital choice, search engines con-
stantly refreshing that choice and a shortage of time that results from so much
to look at. In this respect the behaviour is best seen as being akin to television
channel hopping using the remote control — you flick around alighting on
things of interest and when the interest fails or wanes you flick to something
else.

In addition, information seekers seldom penetrate a site to any depth; on
average, most people spend only a few minutes on a visit to a website, insuf-
ficient time to do much reading or obtain much understanding. This, as the
extensive literature review undertaken in preparation for the Google Genera-
tion project (Williams et al., 2008) clearly indicates, is very much in line with
other research based on observations or surveys. Thus, for example, observational
studies have shown that young people (boys especially) scan online pages very
rapidly and click extensively on hyperlinks — rather than reading sequentially.
Users make very little use of advanced search facilities, assuming that search
engines ‘understand’ their queries. They tend to move quickly from page to
page, spending little time reading or digesting information and they have dif-
ficulty making relevance judgements about the pages they retrieve. When all
this is put together with the bouncing data it would appear that we are witnes-
sing the emergence of a new form of ‘reading’, with users ‘feeding for
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information’ or ‘power browsing’ horizontally through sites, titles, contents
pages and abstracts in their pursuit of quick wins.

Plainly, this novel style of information seeking, frenetic, promiscuous, volatile
and viewing in nature, is eminently suited to browsing for recreational pur-
poses. Indeed, it bears a close resemblance to the characteristic behaviour of
an e-shopper confronted by the cornucopia of shopping opportunities offered
by the web. The problem is that when the search is goal-directed, whether it is
for getting hold of answers to specific questions, for keeping up to date, for
investigating a new field in depth, for obtaining a background understanding
of an issue/topic, or for procuring ideas or stimuli, it can be construed to point
to inadequate information skills resulting in negative outcomes (not finding
what you need/want). However, in today’s new information realities people
expect instant gratification at a click, looking for ‘the answer’ rather than for a
particular format or source. At the same time, they seem to await entertain-
ment even when they set out to meet their formal, work- or study-associated
needs, looking for involving, dynamic and personalised content experiences
that can compete with the likes of Facebook. No wonder they scan, flick and
‘power browse’ their way through digital content!

This state of affairs clearly poses an enormous challenge for librarians.
Forced by circumstances to compete for the attention of information seekers,
who seem to be turning their backs on the library as a physical space at an
alarming rate (Martell, 2008), they are increasingly conscious of the need to
find innovative ways to enhance interest without impeding the effective meeting
of people’s information needs. Hence, in an attempt to adapt to the change
they perceive in information-seeking behaviour, many librarians have started
to experiment with Web 2.0 interactive facilities. Paying homage to the
astonishing success of Facebook, MySpace and YouTube with the young (and
not so young), and cognizant that if you are not certain of your brand or
presence, it might be possible to obtain this by association, libraries now have
profiles on social networking sites. It is too early to tell whether this kind of
initiative will eventually bear fruit, but for now library presence on social net-
works as well as the blogs proudly sported by many of them seem to account
for a small proportion of use only; most people concentrate on mainstream,
traditional bibliographic activities. Thus, for example, Williams et al. (2008)
cite a 2007 OCLC survey, which asked both college students and members of
the general public how likely they would be to participate in activities on a
social networking or community site, if built by their library. The responses
left little room for doubt: clearly, neither group was much interested, with the
numbers of those who said they would be ‘extremely likely’ or ‘very likely’ to
do so coming to about 6% or 7% in most cases.

By the same token, at the above-mentioned focus group of academic research-
ers, the idea that an e-journal database should adopt Web 2.0 facilities went
down like a lead balloon. They could not see the need for this or how people
had the time to indulge in what they clearly thought were side-show activities.
‘There is enough to do without engaging in blogs, wikis, RSS and the like’,
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was the general message coming from the group. It seems, then, that at least for
the time being social software does not have much to contribute to the rebuilding
of relationships with users in an increasingly disintermediated environment.
Perhaps not surprisingly: as Nic Howell (cited in: Sherwin, 2008) points out,
‘social networking is as much about who isn’t on the site as who is’; thus, when
libraries and museums start profiles on a social network, its ‘cool’ brand is deva-
lued. Anyhow, it is not very clear that any such attempt can be the answer to
libraries’ current plight: in 2008 the number of (British) Facebook users fell for
the first time, and MySpace and Bebo visits were down too (Sherwin, 2008).

In any case, concurrent to these valiant attempts to harness social networking
to the reinstating of libraries, librarians also concentrate a lot of effort on
what is considered home ground for them: information retrieval. Having picked
up on the popularity (and problems) of search engine searching, they are
taking Google and the Google generation head-on by developing their own
engines to stop user flight. The latest initiative and, maybe, the last hurrah, is
federated searching, also known as meta-searching, broadcast searching, or
cross-searching. The various federated search tools allow users to search simul-
taneously multiple library databases, catalogues, multimedia sources and other
collections via one common Google-like interface, and to get the collected
results in a succinct and unified format devoid of duplication (Cox, 2006). In
doing this librarians aim to create the kind of simple and straightforward (not
to say ‘dumbed down’) search environment that today’s information seekers
want, but with a difference: their search tools feature the components missing
from the big search engines and Google Scholar: authority and quality. The
early signs are quite promising.

Nature

This information need characteristic seems to defy any attempt at straight-
forward definition, although a clear enough idea of what is involved emerges
from a look at the various types of information in existence. Thus, on one
level it is possible to differentiate between conceptual or theoretical, historical,
descriptive, statistical or methodological information. On another level, there
is the distinction between primary information (that is, uninterpreted evi-
dence) and secondary information (books and articles reporting the results of
research). Plainly, information of different types is available on any subject, in
consequence of which, the nature of the information being sought is a crucial
factor in ensuring that the answer found is truly relevant to the question
asked. After all, when people specifically need one type of information, say,
some statistics to prove a theoretical or conceptual point, their finding any
other type of information on the subject most emphatically will not do. Yet,
the type of information does not play the pivotal role in information seeking
that it might conceivably do.

In fact, it seems that information seekers do not pay much attention to the
nature aspect of the material they need; not even academic researchers, for
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whom the judicious use of information is truly vital. Thus, for example, in a
questionnaire survey, canvassing the entire population of researchers at an
Israeli university, more than a third of the participants rated the notion of
setting out to look for a specific type of information as altogether irrelevant
to them (Herman, 2005). Apparently, the kind of information required only
comes to the fore when it is a truly prominent feature of the information need.
Thus, for example, an academic researcher, musing aloud on the subject,
remarks that she really should look specifically for methodological informa-
tion, as she does not always know the new statistical techniques in vogue. Her
colleague goes even farther than that, remarking that his ways are quite typical
of biomedical and physics researchers: he actually sets out to look for parti-
cular types of information, for example, if he wants to learn how a certain
procedure is done or what the best equipment is to be used for a specific pur-
pose. When he does need such information, searching the internet is his favourite
solution to the problem, ‘as it has sources, which are practically handbooks,
telling you do this and this, the procedure goes like this’. However, on the whole
the nature of information sought is not a matter with which people custo-
marily concern themselves; indeed, it is not very often consciously formulated
in the context of information seeking.

In view of the scant attention given to this aspect of information need,
it is not very surprising to find that designers of information systems have
traditionally neglected it. Systems seldom provide for retrieval along these
lines, although most, offering a wide degree of access through their subject or
word indices, do enable access to specific types of items, such as statistical
accounts.

In any case, whilst there are different kinds of information on any subject,
not all of them are equally suited to the needs of different individuals. As a
matter of fact, some of these information types will prove to be highly unpa-
latable to some people, as a computer scientist interviewed by one of the authors
insists: ‘Stories are not for me; I leave them to my humanities colleagues’.
Arguing much along the same lines, another interviewee, an economist, draws
a clear demarcating line between information that he terms ‘opinions’, as
opposed to what he calls ‘facts’: ‘In the areas we deal with in economics we
don’t concern ourselves with opinions ... When it’s a matter of opinion, you
collect the facts ... , and then form an opinion ... , [but then] somebody else
can have a different opinion about the same facts ... However, in economics
it’s not what I think, it’s what’s actually going on ... if I say that you need 5
percent to reach your goal, and somebody else says 4 percent will suffice, reality
will soon put one of us right ... so it’s not a matter of opinion; the concept
that will be accepted is the one which reflects reality more accurately, and
reality is usually not disputable, it’s easily verified ... if I tell you the price of
tomatoes, and you don’t agree, the two of us go to the market ... and see
what tomatoes cost’. Plainly, the nature aspect of some information depends
in no small measure on its intended readership/audience. Thus, for instance,
social science practitioners will hardly ever require their information



Template: Royal A, Font: ,

Date: 02/09/2009; 3B2 version: 9.1.470/W Unicode (Jun 2 2008) (APS_OT)
Dir: P:/eProduction/WIP/9781857434873/dtp/9781857434873.3d

A framework for evaluating information needs 53

produced in a theoretical manner or from a historical point of view — though
their academic counterparts most probably would.

Indeed, it is scholarly research, which, intent as it is on querying every aspect
of life on earth, perforce involves the use of the whole range of information
types in existence: theoretical, conceptual, empirical, historical, descriptive,
factual, statistical and methodological. Needless to say, though, that the nature
of the information required in scholarly work is subject-contingent, that is, it
varies first and foremost with the subject matter of the research underway,
inclusive of the disciplinary-conventions dictated approach taken to it. Hence,
if theoretical, conceptual, factual or methodological information is probably
indispensable in any academic endeavour, regardless of its topic and the
knowledge domain in which it is embedded, other types of information are,
on the whole, reserved for specific disciplines. Thus, for example, historical
information, so central for much of humanities research, will rarely, if ever be
needed in science enquiries. By the same token, statistical information, the
bread and butter of most social sciences research, is more often than not quite
uncalled for in humanities scholarship.

Actually, even when researchers of different subject areas need the same
kind of information, the extent of its utilisation may vary from one discipline
to another, as Garvey et al. (1974) found in their extensive studies of over
2,000 sciences and social sciences researchers. Apparently, when physical sci-
entists set out to look for methodological information, it is more frequently
needed to formulate technical solutions and to design equipment or appara-
tus, whereas for social scientists the greater need is for information to select a
design or strategy for data collection and to choose a data-analysis technique.

Further to that, since the activities associated with the successive steps of
the ‘typical’ research process involve different kinds of mental processing,
different kinds of information are required at the various stages. Thus, in the
initial stages, the perception of the research problem involves heavy use of
theoretical and conceptual information; at the stage of reviewing the existing
knowledge on the subject being queried historical and/or descriptive infor-
mation is needed; the formulation of procedures appropriate to the inquiry
necessitate methodological information; in the intermediate stages that follow,
when information is required to solve problems as they come up, specific
information is usually the answer, along the lines of statistics or details of
techniques and methods; and in the final stages, when researchers seek to fully
interpret their data and integrate their findings into the existing body of
knowledge, the need for information is focused yet again on theoretical and
conceptual, as well as descriptive and/or historical information (Egan and
Henkle, 1956; Garvey et al., 1974; Menzel, 1964). Very much in agreement
with the conclusions arrived at in these studies into the matter, an academic
researcher, describing the way he usually works, links the different stages of
the research process with different types of information: ‘At the initial stage of
a research project, when I’'m at the conceptualisation stage, I go to the literature
in order to see what questions to ask, so I read theoretical works. [Then],
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when I'm at the stage of research where I'm looking for tools, I read works on
applications of concepts and tools, that is to say works which investigate
empirical parameters I am not familiar with or works which investigate issues
in a new way, one I haven’t tried yet. And when I analyse [my] data, I need
theoretical information, which helps me to interpret my data, because in my
field theory and data interact. I try to understand the data in light of what
I've read, and I try to answer the question, what do I know now that I didn’t
know before, that hasn’t been already covered in the literature. That is to say,
at this stage I turn to the literature in an attempt to find out how to interpret
the answers’.

It seems, then, that even academics, who undoubtedly have very wide-ranging
information needs indeed, present a rather nuanced picture of the requirements
for the different types of information in existence. For other populations it
must be 10 times so, with many people needing mostly descriptive and his-
torical material. Theoretical information, for instance, seems to have a very
limited circulation. It is descriptive, methodological and statistical data that
are much more the province of the practitioners in all fields. The need for
methodological information, however, cuts across the academic/practitioner
divide: it is required by practitioners such as teachers, engineers and social
workers, as well as by research scientists of all kinds.

Finally, if we interpret the ‘nature’ aspect of an information need widely to
include ‘how to do’ information, then hobbyists of all kinds are certainly
among the most ardent seekers of specific kinds of information. In fact, as a
Pew Internet & American Life Project survey proves, looking for information
about hobbies is among the most popular online activities in America, on par
with shopping, surfing the web for fun and getting news. Fully 83% of online
Americans say they have used the internet to seek information about their
hobbies and 29% do so on a typical day (Griffith and Fox, 2007). Incidentally,
the need for such ‘how to do’ information is not reserved for hobbyists alone,
as a neuro-biologist, sounding very appreciative indeed of the capabilities of
today’s information services to steer her to this particular type of information,
reports: ‘I wanted to investigate some animal behaviour using a labyrinth, but
I had no idea what the labyrinth should look like or anything [else about it].
So, I searched in a database, found an article which described the kind of
labyrinth I wanted to use ... and asked our technician to build for me a
replica of the labyrinth described’.

Having explored the nature aspect of an information need from one angle,
we now come to another way of grouping the different types of material to be
found: primary information versus secondary information. Stoan (1984) makes
the following useful distinction between the two types of information: the
term ‘primary information’ refers to essentially uninterpreted data, which may
be gathered in the field, in a laboratory, in a library or in an archive, whereas
the term ‘secondary information’ is used to denote the books, articles and papers
in which the results of research are reported. Obviously, each discipline has its
own kind of primary data and its own techniques for gathering and testing
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that data, as Wiberley and Jones (1989; 1994) point out: humanists use as their
primary evidence existing sources created by the subjects of their research; in
comparison, scientists and social scientists initiate and participate in the crea-
tion of their sources, the former in their laboratories and the latter in the field.
Therefore, while in the sciences and the social sciences no primary evidence
exists until the researchers begin to work, as the primary evidence is the pro-
duct of the scientific quest, in the humanities the primary evidence is there
first, for the researchers to reconstruct, describe and interpret. Moreover, as
the subjects of humanistic research create the primary evidence of the huma-
nities, these sources are the products of a specific place and time and shaped
by the distinctive personalities of their creators, with primarily qualitative and
aesthetic dimensions. No wonder, then, that humanists, unlike their scientist
or social scientist counterparts, are wary of accepting even true-to-life replicas
as substitutes for the original source they are about to analyse.

The fundamental nature of primary information may thus vary from field
to field, but its vital importance for expanding human knowledge is indubi-
table; indeed, it is the genuine core of any research undertaken. Happily, in
the course of the past few years, access to primary sources of information,
especially current information, has been greatly enhanced through the ubi-
quitous availability of internet-based resources, as an academic explains: “We
download the latest “Human Development Report” in a jiffy, whereas in the
past we had to wait two months for it to arrive ... today you can download
everything so easily, reports of the World Bank, of the Palestinian Central
Bureau of Statistics, the Israeli Central Bureau of Statistics ... you can check
the price of oil every few days, the exchange rates, the reports of the banks in
the Middle East, everything, all the time’. The vast improvement in the ability
to obtain primary material is nowhere more conspicuous than in the case of
information deemed unmarketable by commercial presses. Indeed, the elusive
character of the primary sources of information dubbed ‘grey’ or ‘fugitive’
(non-commercial literature, which is produced by government, academies,
business and industries) has been radically changing. As Cronin and McKim
(1996, 165) sum it up: © ... grey literature is no longer the step-child of pri-
mary publishing. The web invites and envelops semi-published, unpublished
and vanity items, blissfully unmindful of provenance or pedigree — grey
becomes black and white on the World Wide Web’.

As we have just noted, somewhat in passing, much of the primary evidence
so readily accessible on the internet is of the kind that is particularly useful
for seekers of current or recent information on human behaviour (both on the
group and the individual level), and the social and environmental factors
affecting it, such as data sets, original archival material, and legislative, gov-
ernmental and demographic information. However, there is also a wide avail-
ability on the internet of science primary information, such as raw data and
technical reports. Perhaps somewhat more surprisingly, there is also an abun-
dance of humanities primary information to be found on the internet, from
the facsimiles of manuscripts and artefacts, through films and music recordings,
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to archival material. True, as Stone (1982) clarifies, it is really vital that people,
especially scholars, who criticise or study the history of paintings, sculptures
or buildings, see the genuine article, for information absorbed from an original
artefact cannot be gained in any other way; however, even in the humanities
the need for access to original research reports is more questionable. Appar-
ently, then, the oft-heard argument that humanists would use electronic
alternatives to the primary material they need, perhaps not invariably, but to
a greater extent, if only their need for old, if not antique material could be
met, that is, if more primary sources of theirs were digitised (Brockman et al.,
2001), seems to present only part of the picture.

All the same, where access to primary material is concerned, there are
very good reasons for singing the praises of the internet. Of course, it is the
realm of ‘current history’, truly the forte of the web, which is probably the
best proof of the vastly improved access to primary material in today’s world.
Still, the by now routine practice of allowing public access to research data
‘milked dry’ in a given project is also quite some improvement over past
practices. The resulting databases of primary information surely would have
been impossible to come by in the days before the electronic era! There can be
little doubt then that the likelihood of locating primary information has risen
quite dramatically thanks to the internet, to the great benefit first and fore-
most of academics, but not only them. People pursuing topics of interest or
study can be quite pleased, too, at the ease with which they can now come by
original letters, photographs, audio recordings, moving pictures or video
recordings.

Intellectual level

This characteristic refers to the minimum extent of knowledge and sometimes
the level of intelligence an individual might need in order to understand the
information available. However, it is not simply a question of matching the
intellectual powers of individuals with documents of appropriate academic
level, because intellectually advanced individuals might require elementary
knowledge in a related or marginal field. Thus a research scientist coming to
grips with spreadsheets for the first time could be on the same information
footing as a school secretary. In fact, matching people’s information needs
with the suitable level of information dictated by their requirements and
abilities has more to do with the intelligibility of information (or, all too
often, its dearth ... ). Thus, information is made complex not just by how
much knowledge and education it assumes, but also by how abstract or
compressed it is. Writing styles and skills do count here too; after all, some
broadsheet newspapers deal with some very complex ideas, but their articles
are made comprehensible by excellent presentation of the data. Indeed, jour-
nalists play an important role in making the contents of academic reports and
research accessible to a much wider public. Thus, for example, the medical
correspondents of broadsheet newspapers, like The Guardian and The
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Independent, regularly repackage articles from The Lancet or British Journal
of Medicine for an essentially lay audience.

Unfortunately and, perhaps, somewhat paradoxically in our age of omnipre-
sent information, locating a piece of information fitting to the knowledge and
intelligence level of the person requiring it seems to have become more proble-
matic than ever. Obviously, with so much information everywhere, rounding
up something on any given topic rarely, if ever, poses a problem; however, finding
an answer matched to an individual’s needs, with all the intricate combination of
subjective and objective factors that enter into it, is something else again. This
is nowhere more apparent than in the case of meeting an information need on an
appropriate level: clearly, for a child who wants information on the amount of
food his newly acquired dog will consume daily, to be presented with a scho-
larly article in a learned journal on the topic is hardly the right solution for
his need, and a zoologist would likewise find little joy in a children’s book on
pets. Each to his own, of course, which until recently was a widely accepted
and easily adhered to information behaviour norm. The academic went to his
research library and the child to the neighbourhood public library or the school
library, content in the knowledge that their information needs were sure to be
met on an appropriate level. No longer, though. With the easy accessibility of
myriad items on the web, the effortlessly discernible dividing lines of yore
between popular/scientific, elementary/advanced, detailed/superficial informa-
tion are apparently not as visible as before. More amazingly, distinguishing
among them is not deemed very necessary at all, regrettable as it may be.

In point of fact, regrettable it is: getting the pitch right can be of utmost
importance, as there is a huge spread of values between the advanced user and
the elementary user, and between advanced information and elementary infor-
mation. This seems to be true even where relatively homogenous populations
are concerned. Thus, for example, academic researchers may all want scho-
larly level information, but, as Menzel (1964) notes, scholarly communication
channels are overwhelmingly tailored for the specialist in a given field. Opin-
ing that seekers of information from a disciplinary area that is not their main
concern could benefit greatly from a different sort of selection, editing, grouping
and packaging of information than that which is most suitable for insiders, he
suggests the establishment of special channels of communication that would
be dedicated to ‘information from field A for researchers in field B’. Thinking
much along the same lines, Kircz (1998) proposes the breaking up of the
classical scientific or scholarly article into modules. This, in order to cater to
the different levels of information needed during the various stages of a research
project, in the course of which an academic alternates roles between an unin-
formed reader, who is out to learn something entirely new, in a field that is
either unknown to him or her, or of which he/she has only a rudimentary
knowledge; a partially informed reader, who is not conversant with the specific
research as such, but is interested in the general aspects that might be of use
for his or her own investigations; or an informed reader, who is well-versed in
the literature of the field.
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Despite their obvious merits, neither Menzel’s nor Kircz’s proposed solutions
to the problem of different levels of information required have ever been realised,
although probably not for a lack of a very real need for them. After all, infor-
mation systems are cognisant enough of the requirement for suitably written
material, which is why they index documents according to their intellectual level.
Thus, for instance, ERIC, an educational database, allocates academic/research,
practitioner and consumer codes to documents to assist with their digestion.
However, the construction of a truly finely-tuned modularised system was
hardly feasible before the widespread utilisation of information technology,
whereas today, when the technical know-how could easily allow for such an
undertaking, nobody seems to be clamouring for it. Given the scant attention
paid these days to information-seeking strategies — as it has already been
noted, searching for information is no longer considered a task requiring ser-
ious investment in terms of thought, preparation and execution — this comes
as no surprise.

Furthermore, nowadays the sharply delinecated demarcation between the
need for popular as opposed to scientific, elementary as opposed to advanced,
detailed as opposed to superficial information is truly crumbling down. In
direct consequence of the vital role played by knowledge and information in
contemporary life, which has turned us all into life-long learners, practitioners
and even amateurs will read academic/research literature. Indeed, findings of
the Virtual Scholar research programme (2001-08) clearly indicate that users
from outside academe are heavy consumers of the Open Access scholarly mate-
rial on the internet (Nicholas et al., 2008b). By the same token, as it has already
been noted, lay persons use extensively the health sites on the internet pri-
marily intended for healthcare professionals and researchers. No wonder, then,
that many academic health websites, mindful of the obvious demand for their
services, now often provide pages targeted at the general public as well. Devel-
opers of the academic cancer website, Kimmel Cancer Centre (at www.kcc.
tju.edu), for example, having found that their database of currently open clinical
trials, designed for physicians, was frequently accessed by non-professionals,
began to include lay descriptions in their trial listings (London, 1999).

Interestingly, there is a move in the opposite direction as well: perhaps not
very often, but at least every now and then internet-based popular databases
are utilised for research purposes, too. Apparently, when academics need infor-
mation in areas outside their chosen spheres of expertise for gaining some
essential understanding of an issue at hand, they can and do compromise on
the level of the material required, making do with consulting an information
resource of a more elementary level (Herman, 2005). Thus, for example, a
psycho-oncologist, who looks on occasion only for the basic-level information
needed to aid her in understanding the wider picture within which the specific
point she is investigating is embedded, says: ‘for the fundamental medical
information necessary for my investigations at times I turn to those popular
health sites on the web’. However, her psycho-pharmacologist colleague, who
joins her in testifying to sporadic use of non-scientific material or material not
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published via scientific channels for research purposes, clarifies: © ... of course
I know enough to sift out the wheat from the chaff’.

Having said all that, much as today’s information seekers tend to ignore any
considerations pertaining to the level aspect of their information requirements,
their competencies to understand and handle information, be it in electronic
or hardcopy form, do vary quite considerably. This, obviously, can be quite pro-
blematic for information providers: their potential customers, coming as they do
from different educational backgrounds and possessing diverse levels of computer
literacy, reading skills and reading comprehension capabilities, may find the
information presented to them unacceptable level-wise. Either too complicated,
deep and detailed, and as such uninteresting and unappealing, or else too sim-
plistic and superficial, and therefore not only just as uninteresting and unap-
pealing, but also patronising and lacking in authority. Seeking to address this
problem of people’s varied abilities to comprehend information, Williams et al.
(2003) came up with the idea of organising information into ‘vertical’ layers of
pages. These would offer information on each topic at different depths or levels
of detail, in addition to the ‘lateral’ arrangement of material organised by topic.
Clearly, the designers of any such system would have to be cognisant of digital
visibility issues and consider how the information could be displayed in the fewest
hierarchical levels, perhaps with the informational levels ‘side-by-side’ on the
menu option, e.g. ‘treatment of kidney disease: basic information; more detailed
information; advanced information’ — where each option was an active link.

One further point of considerable relevance to the intellectual aspect of infor-
mation needs: the much debated possibility that in the new digital environment
information-seeking behaviour is increasingly being ‘dumbed down’. Indeed, the
CIBER studies exploring the information work of various communities, most
notably those associated with news (Nicholas et al., 2000), health (Nicholas et al.,
2007a), voluntary and charitable work (Nicholas et al., 2004a) and scholarly
publishing (Nicholas et al., 2008b) point to characteristic patterns of informa-
tion behaviour, which, taken together, could possibly amount to such ‘dumbing
down’. Indeed, there is some disturbing evidence that much of today’s informa-
tion use, shaped by massive digital choice, unbelievable (24/7) access to, if not
bombardment from a vast array of channels, disintermediation, and hugely
powerful and influential search engines, constitutes passing and/or ineffectual
activity. Everyone exhibits bouncing/flicking behaviour, which sees them search-
ing horizontally, rather than vertically. Power browsing and viewing are the norm
for all; reading appears to be undertaken only occasionally online, probably
undertaken offline and possibly not done at all. Promiscuity is endemic as a direct
result of a combination of massive choice and the constant refreshing of choice
by search engines. Much digital activity involves navigating and not using. The
quality and reliability of some information is judged by its popularity; the
wisdom of the crowd is the key measure of worth. All this arouses a real fear of a
world full of ‘information malnutrition’, where people consume vast amounts
of the information equivalent of fast food: easily obtainable, flattering to the
undiscerning palate, but of little actual value at its best, harmful at its worst.
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Viewpoint

The particular viewpoint, approach or angle from which (overtly or covertly)
some information is written up, is obviously very important for its potential
consumers. Indeed, this is one needs characteristics that really gets information
seekers worked up. More often than not people require information sympathetic
to the views that they hold, to the point that information on the same topic,
but tackled from a different point of view or slant would be unpalatable to them.
This is probably most commonly seen in newspaper readership, where people
like to subscribe to those newspapers that present news and views from the
same political and social standpoint as their own. Still, as we will see further on,
information perceived as representing a different viewpoint from one’s own,
or even as biased and/or one-sided can nevertheless have its welcome uses.

In any case, this aspect of an information need is very much subject field-
contingent: the nearer the subject of a piece of information is to the hard end on
Storer’s (1967) ‘hard’ to ‘soft’ continuum of knowledge domains, the less applic-
able becomes the notion of'its being reported from a specific viewpoint. After all,
Newton’s laws are Newton’s laws, regardless of how they are put forward; they
are hardly open to different understandings or interpretations, are they? However,
the ‘softer’ disciplinary fields, the social sciences and the humanities plainly allow,
if not outright call for different approaches to writing up information, so that
topics are frequently treated from a certain angle or with a particular perspective.
So much so, that social sciences information, for one, is almost by definition
‘information presented from a specific perspective’, as an academic, an expert
on social welfare, explains: ‘I proceed from the more or less always given notion
that information is subjective; it is based on the subjective theoretical approach
and presented through the subjective perspective of its originator. I never even
expect anything else’. Indeed, this disparity among the different disciplinary
areas is so widely accepted that it is considered among the most fundamental
axioms of information work. No wonder the aforementioned psycho-oncologist
has no doubts whatsoever when she ponders the topic: ‘I always want facts and
data, and although it’s not mathematics, it’s not open to different interpretations,
either. It’s in history that they mess about with interpreting the data this way
or that way; in my field, if the statistics say that 80% of the patients prefer a
certain surgical procedure, neither you nor I can say that it’s not the majority
of women who feel this way ... it’s not debatable, is it? Indeed so, which is why
in those areas where the subject matter is open to different interpretations, any
piece of information encountered may vary by one or more of several determi-
nants of viewpoint: school of thought, political orientation, positive or negative
lines of attack and, in interdisciplinary fields, discipline orientation.

School of thought

Schools of thought, those informal bodies of people united by a general simi-
larity of principles, opinions, points of behaviour and practices, are most evident
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in the social sciences, although clearly the humanities have their own schools,
too. These schools are large, widely known and have handy labels to describe
them, such as feminism, Marxism, monetarism, neo-classicism/modernism and
structuralism, to mention just the first ones coming to mind. In addition,
there are countless mini-schools or ‘departments’, which inhabit nearly all
disciplines. In the field of Information Science, for instance, we have the systems-
driven and user-driven schools of thought. It is at this rather more specific
level that it is possible to discern schools of thought even in science. In fact,
Thomas Kuhn (1963), the renowned American philosopher and historian of
science suggests that progress in science is based on the existence of precisely
such schools of thought, for it is through the breakdown of old paradigms (i.
e. theories or ways of looking at the world) and the emergence of new ones,
which ‘attract an enduring group of adherents away from competing modes
of scientific activity’, that world views change. Thinking much along the same
lines, Max Planck (1968) even contends that © ... a new scientific truth does
not triumph by convincing its opponents and making them see the light, but
rather because its opponents eventually die, and a new generation grows up
that is familiar with it’. In addition, in scientific fields, too, ethical considera-
tions bring about the fragmentation of information so characteristic of social
science disciplines. Thus, for example, the ongoing intellectual battles over abor-
tion, animal-testing, genetically modified food and organic farming techniques
are every bit as heated and polarised as they are in the social sciences.

It is hardly surprising, then, to find that in many academic disciplines values
may be highly charged and the incidence of major ideological disagreements
quite prevalent. However, since the scientific ethos stipulates for scholars to be
impartial and unbiased in their communications even as the existence of dif-
ferent schools of thought entails the possibility that a topic would be treated
from a particular approach or with a particular perspective, they must routi-
nely evaluate the material they handle for any tell-tale signs of a specific angle
of reporting. This, as Ellis (1989) and Ellis et al. (1993) point out, can greatly
aid researchers in establishing the worth of some material for their investiga-
tions, for information appearing in sources which take a similar perspective to
their own is more likely to be pertinent to their needs. However, as Meho and
Tibbo (2003) add, in this process, which Ellis (1989) calls differentiating,
researchers also aim to detect biased information, the product of scholarship
which has a hidden (or not so hidden) agenda. Obviously, identifying such
slanted information for what it is forms an important part of research work,
striving as it does to present a disinterested and open-minded picture.

Still, if the lack of objectivity is openly acknowledged, or at least once it is
detected, there seem to be important benefits to be derived from information
that is not presented objectively, or, in point of fact, because it is not pre-
sented objectively, as a historian suggests: ‘I may definitely set out to look for
an article, which has been written from a specific point of view, because in
many instances you can deal with a topic only if you are well aware of the
points of contention involved. If youre not familiar with the controversy
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concerning the subject, if you don’t know who’s against whom, and what each
contender has to say for himself, you can make mistakes, you can misunder-
stand the situation’. His philosopher colleague apparently is of much the same
opinion: ‘As long as you realise that some information has been written from
a particular point of view, there’s no problem whatsoever with using it. Quite
the opposite, actually: this way you learn that there is such a viewpoint, that
it’s possible to think ... and to answer the question ... differently; it can be of
tremendous help even, because otherwise such an approach may not have
occurred to you’.

Indeed, the one-sided or non-objective nature of some information can render
it all the more useful, but, probably just as often, also altogether unusable. A
telling example of how this might happen came up in the aforementioned survey
of the use and impact of key digital health platforms and services in the UK
(Nicholas et al., 2007a). One health information seeker, a staunch supporter
of homeopathic medicine, professed to a general mistrust of the information
to be found on the NHS website because its philosophy of health and treatment
was at odds with hers: ‘I guess I never just trust what the NHS says. I always
research their diagnosis as well as their proposed remedy before using it
because Western medicine in general is myopic in its approach to the matter
of health. Basically I feel there is too much of the notion that current medical
practices can ‘heal’ you and too little on the concept of responsibility for one’s
own state of health; mentally, physically and spiritually. I guess you could say
that I fall into the category of people who really do subscribe to the notion of
a holistic approach to life. What the NHS offers is just one part of the whole’.

The problem is that recognising the school of thought a piece of information
represents can be quite tricky, seeing that authors — founding fathers and key
disciples aside — do not normally identify which, if any, school they are writ-
ing from. True, for academics, familiar as they are with a field, discerning the
school of thought guiding the writing up of some information is a manifestly
undemanding task (Herman, 2005), and no wonder. After all, they develop
such an intimate knowledge of the literature of their areas of interest, that
they are easily able to match the features of the source they are examining
with those long known to represent various schools of thought, viewpoints,
approaches and perspectives. Thus, they can effortlessly recognise the point of
departure of the information under consideration by the sources cited and the
terminology used. Also, apparently they look for certain ‘codes’, which, for
them, clearly signify the author’s ideological affiliation. As a senior historian,
well-versed in the ways of the research enterprise, elucidates: “There are these
little symbols ... for example, in an article [written by somebody] from the
post-modernist school of thought, the opening lines send you to a footnote
citing Foucault or Derrida; now, this is a code, a sign, which says “I'm a post-
modernist, I accept the main tenets of post-modernism”, even though he is
actually writing on, say, the relations between Britain and Kuwait in the 17th
century. There’s no connection whatsoever? True, but this is how he pays
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allegiance, how he tells you “classify me correctly”’.
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Obviously, not everybody is familiar enough with a given field to be able to
identify in this manner the tacit evidence pointing to the school of thought;
thus, expert help can come in very handy here. However, given the afore-
mentioned trend towards a widespread marginalisation of intermediaries in
information seeking, it is not too often that the viewpoint aspect of an infor-
mation need is deemed important enough to dispatch people in search of a
librarian. True, some information systems do help by providing viewpoint
indexing — the British National Bibliography did so for a time with its PRECIS
system — but, as we have already noted, the use of search engines, rather than
information systems, is the first-line option for unearthing pertinent informa-
tion. Still, today’s practised information users seem to have their ways of
dealing with the problem, if and when they are aware of it at all. Thus, they
may simply search for an author representing the ‘right’ school of thought,
possibly supplementing their findings with the names of the authors who
subsequently cited the original publication (on the assumption that there is a
good chance that they all follow the same intellectual traditions). After all,
tracking down a list of subsequent citations of some information no longer
poses too much of a problem: no need to resort to complicated bibliographic
tools, or, for that matter, to the help of information specialists; suffice that you
are aware of the existence of Google Scholar, which routinely offers citation
data. Also, many people are experienced enough information users to realise
that the organisation the author works for is the best guide. Thus, when it
comes to organic farming, we know clearly where the Soil Association and
the National Union of Farmers stand.

Political orientation

If there is one area more susceptible to subjective reporting of information
than others it must be that of politics, as a university lecturer, an expert in
mass communications, notes: ‘I always teach my students to try and find out
who the author of some information is; if he is, say, a politician, think of his
party; if he is a journalist, you have to be cognisant of the political points of
view represented in his newspaper’. Indeed, information can be, and often is
written up from a political point of view: there are right-wing, left-wing,
conservative, socialist stances — to name the most obvious. Of course, school
of thought and political orientation may coincide. It would be difficult, for
instance, to characterise the pro- and anti-European standpoint that drives
much of today’s politics in the UK. While people feel more comfortable with,
and more disposed towards reading information sympathetic to their own poli-
tical allegiances, it would be wrong to assume that they would not be inter-
ested in information emanating from a different political persuasion. Thus,
politicians will often scan the opposition parties’ newspapers, hoping that they
can use something there as ammunition to throw at the opposition in debate
or interview. A quote from The Guardian (a left-of-centre newspaper) used by
a Conservative politician in the debating chamber can prove most effective.
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As with school of thought, the political perspective of information is not
always immediately recognisable, except when it comes from a mainstream
political party, of course. Nevertheless, here again, if you are privy to the
terminology typically used by holders of a specific political stance, discerning
the point of view, approach, or angle from which some information is presented
becomes much easier. Thus, for example, where the heavily politics-laced
issues of the contemporary Middle East are concerned, if the term used is ‘the
Zionist state’ instead of ‘Israel’, it is clearly written from a particular point of
view, effortlessly recognised by all those in the know. However, what if you
are not among the chosen few who are wise to such subtle representations of
political orientation? How is your need to be met then?

Unfortunately, little help can be expected from the available information sys-
tems, but there are shortcuts, because so many organisations are associated with
a political point of view. We are not just talking about political parties, either;
think tanks, research centres/organisations, associations, unions, voluntary/
pressure groups, governments, newspapers and even university departments
can be associated with a political point of view. A document on the environ-
ment by the Automobile Association is likely to differ fundamentally in tone
from one issued by Friends of the Earth, for instance. Therefore, compiling
lists of suitably-minded organisations can help a lot in the meeting the need
for information shaped by political considerations.

Somewhat surprisingly, information professionals, especially those in the
public service, sometimes fight shy of providing information presented from a
political point of view, believing that this might compromise them in some
way. However, there can be nothing wrong with providing information corre-
sponding to the political stand being avowed. Indeed, at the House of Commons,
where the Library has to walk a political tightrope, librarians frequently
prompt the inquirer as to for what political end the data is required. That way
the information can be used to its best advantage. If they, of all people, have
no qualms about this, why should anyone else?

Positivelnegative approaches

Sometimes there is a need for information to be presented in a positive or
negative form — as the existence of ‘spin doctors’, those political press agents
or publicists employed to promote a favourable interpretation of events to
journalists, confirms. The demand for information presenting the facts in a
favourable/non-favourable light is greatest amongst those in politics, the media
and business. Thus, for example, both the Labour and Conservative parties in
the UK have what they call ‘dirt’ databases on individual MPs, in which they
keep unsavoury stories, injudicious quotes, incidences of poor behaviour, voting
inconsistencies — all data to be leaked or exposed at a suitably telling time,
such as a media interview with an opposing politician. The need for this type
of data is best shown in an enquiry one of the authors conducted for a national
newspaper. A prominent politician was suing the newspaper over being quoted
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as having said something, which made him look bad, although, according to
him, he had not. For the newspaper the best defence was to get the ‘dirt’ on
this politician in order to show that in the past he had said things, only to
deny them later, proving that his memory/word could not be relied upon.

Apparently, then, it is not all that rare to find that there is a definite need
for information that presents the issues being considered in a positive/negative
light. No doubt, if more information systems catered for this approach, the
demand would be even greater. Yet, there are not many people who would or
could easily field this important and valid information need, and even infor-
mation professionals consider such requests just as controversial and challen-
ging as the above-noted need for information put forward from a specific
political point of view. Information science students are particularly aghast
when told that this is a legitimate characteristic of information need. Cer-
tainly ‘dirt’ in this context is unlikely to feature as a database keyword.
Indeed, needs of this kind are best met through oral and informal channels of
communication, but to have its greatest impact, the information obtained has
to be recorded. Still, the problem is not unsolvable. Thus, for instance, there
are publications that are only ever going to show some politician or person-
ality in a bad light: Private Eye and some biographies, for instance. Also, a
politically motivated organisation that is opposed to the views held by the
person under consideration can be a great source of negative information.

Today the web is the best peddler of ‘documented dirt’ information, as The
Drudge Report political site, for one, amply proves. In fact the web, especially
the blogs, seems to meet much of the strong demand for the controversial,
gossip and plain dirt. For many people, but especially journalists, the fact that
the internet contains information of uncertain, but interesting quality is a
plus. In particular, features journalists and those charged with producing
articles of unusual ‘human interest’ or of a generally lighter nature tend, as
might be expected, to be most interested. So much so, that they may even use
information of dubious authenticity.

Subject orientation

In interdisciplinary fields, where authors and information providers possess a
number of different subject backgrounds, there is the need to consider the sub-
ject orientation of an information requirement. Criminology provides a good
illustration of this. University criminology departments are staffed by academics
who approach the subject from a wide range of disciplines. Thus, for instance,
the criminology department of Middlesex University studies criminology from
the perspective of sociology, whereas the academics at the University of Man-
chester study criminology from a psychological perspective and those of the
University of Cambridge from the standpoint of law. Any assessment of the
information needs of criminologists must take this into account.

It seems, then, that diverse interpretations of facts and data are possible, if
not expected in certain knowledge areas, although even there users may at
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times actually want information that is wholly objective. Given this state of
affairs, detecting whether a particular piece of information on hand is written
from a certain point of view, approach, or angle becomes an important com-
ponent of information work. Indeed, as the above quoted philosopher sug-
gests, every piece of information should be treated as potentially representing a
specific point of view: “You have to take into account that people often write
with hidden layers of meaning ... it’s important to be aware of the possibility ...
[and] to recognise the concealed elements in the text. In fact, part of the under-
standing of a text is identifying whatever the author assumes to be self-evident
and therefore leaves unsaid, or whatever he chooses to conceal’. No wonder the
vast literature on information literacy unanimously acknowledges the need to
keep a wary eye on authors’ possibly slanted presentation. Concurrently, as we
have seen, people may at times look for and happily use information repre-
senting specific viewpoints. However, perhaps somewhat surprisingly, nothing
much seems to be happening in result of these parallel trends in information
work; information seekers certainly do not clamour for a solution, either because
the problem is not all that pressing, or because they do not even realise that
they have a problem (of course, it is hardly a rare occurrence that information
needs go unrecognised, or at least unvoiced).

Quantity

Life in our present-day postmodernist society, at least in theory, requires us to
be better informed than ever before, emphasising as it does plurality of values
and diversity, tolerance of ambiguity, acceptance (indeed celebration) of inno-
vation and change, on the one hand, and challenging of convention and author-
ity on the other (Buschman and Brosio, 2006). Now that we no longer rely on
tradition or past experience (for the circumstances of yesterday have surely
changed by today), or on the decrees of some authority figure (for who knows
what is suitable or good for us as well as we ourselves do), how else can we weigh
up the possibilities, the pros and cons of proceeding one way or the other?
Plainly, nowadays we are only able to cope in all walks of life by getting hold
of information to serve as the basis for competent decision making.

Not that attaining the necessary information poses any problem in today’s
information-saturated world; rather to the contrary. We may no longer live in
fear of drowning in a vast sea of information, a point we will examine in more
detail shortly, but we do have (literally) at our fingertips a dynamic, constantly
growing and changing knowledge base, which is so wide-ranging, that it is truly
all-encompassing. However, while all people require information to do a job
or solve a problem, the size of their information needs (though, as we will see
presently, not necessarily that of their information appetites) varies greatly,
not only between individuals and groups, but also according to the nature of
the need. Motivation, diligence and the amount of time available to take in
information are all influential factors in determining the amount of informa-
tion actually consumed, although the very presence of huge quantities of data
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in every form encourages excessive demand. Indeed, by now we have all moved
from a situation where the main information problem was getting hold of
information, to a situation where the chief difficulty is digesting (or avoiding)
the information that all too easily flows our way. So the quantity aspect of an
information need is unusual in that it can also be an information constraint.

It is not that information seekers never, or even rarely, want all the informa-
tion on which they can lay their hands. Someone starting a new job, for exam-
ple, might feel that the more information to be had on the organisation he/she
is about to join, the better. An investigative journalist embarking on a new
story might think similarly. Thus, the request to ‘give me everything you’ve
got on ... ’ is far from uncommon in journalist-information worker exchan-
ges. Indeed, quite a few of the journalists interviewed by one of the authors
actually said ‘you can’t have too much information’, although admittedly this
was a few years ago, and the web might have changed that. The prime example,
though, of people with truly voracious information appetites are academic
researchers, and no wonder. As it has already been pointed out, they have to
make sure that they see almost every new publication in their respective fields
in order to keep up with the developments at the research front of their spe-
cialisations. Moreover, for each new research endeavour they undertake, they
need to amass, as comprehensively and exhaustively as possible, the knowledge
accumulated on their subject, first to identify the gaps necessitating further
investigation and then to anchor the topic to be investigated in its information
context. However, given today’s unprecedented availability of vast quantities
of information, ‘everything on the topic’ may be too tall an order even for
academics. Have not we all heard ad nauseam about the problem of information
overload, at least as a threat, if not a reality, to quote Wilson (1996)? However,
is it a threat, or a reality, or perhaps neither?

The past few decades saw an ever-increasing concern with the possibility that
the growth of knowledge had surpassed the growth of the knowledge of how
to manage it (Gaines, 19995), to the point of its having assumed the stature of
a widely accepted truism. Any mention of the subject seems to have served to
unleash a flood of woeful prophecies concerning the difficulties to be encoun-
tered in a world plagued with excess quantities of information. Not any more,
though. Plainly, the gloomy forecasts as to the huge availability of data
resulting in ‘information overload’, or its more dramatically put counterpart
‘information explosion’ simply never came true (in fact, both terms may very
well be on their way to becoming misnomers). Today’s information consumers,
far from being beleaguered by problems of information overload, consider the
current state of almost unlimited access to information unproblematic, if not
eminently satisfactory. Indeed, it looks as if somewhere along the way many
of them have fallen in love with the information affluence characterising our
times, actually revelling in the abundance of information unabatedly accu-
mulating all around them: ‘There is a fantastic amount of information avail-
able ... you can access wires, you access libraries, you access information all
around the world ... in an office ... or at home ... it is quite fantastic’.
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Even academic researchers, with all their patent awareness that an attempt
to read everything that may be relevant to their scholarly interests is perforce
doomed to failure, seem to be at least resigned to this state of affairs,
regarding it as one element of the academic assault course, and a small price
to pay for the unbelievable level of access obtained (Nicholas et al., 2008b).
However, many go even further than that, considering the large quantities of
information flooding them not merely an acceptable trade-off for the ease
with which they obtain it, but a veritable blessing (Herman, 2005). Thus, for
example, an academic communications expert explains: © ... there truly is an
inordinate amount of information all over the place, though I'm glad that it is
so ... ’, and his colleague, a professor of social welfare, apparently feels the
same. True, he does point out the evident hopelessness of knowing everything,
of reading every piece of possibly relevant information, which, according to
him, entails an insatiable thirst for new material, along with some stress and
guilt, but still he insists: ‘I would never go back to the time there was less
information around, I'm overjoyed with this explosion of information’. He is
not alone, either, in happily taking avail of the wealth of information at his
disposal, as the CIBER findings on the information behaviour of the digital
information consumer amply prove. Take, for example, the levels of activity
associated with scholarly sites. The volume of their use is very impressive
indeed and seems to be rising inexorably. We are witnessing not only constantly
escalating use on the part of the core audience of these sites, although that
too, thanks to their ability to access the site anytime and anywhere via broad-
band, wireless, the Blackberry, mobile phone and the like, but also a surge of
huge masses of non-subscribers, coming in via search engines and making
enthusiastic use of the scholarly net (Nicholas et al., 2008b).

However, it is a mistake to assume that more (and faster) information increa-
ses knowledge: rather like food consumption, after a while it does you more
harm than good. Similarly, it would be wrong to believe that there is always
something essentially important about getting (more) information. Take, for
instance, this quote from an academic researcher: ‘It’s important that I keep
current, but ... it is my thinking, which is the core. All the rest [i.e. the infor-
mation generated by others] just testifies to my having made my investigations,
that I know what’s going on, but it’s marginal to the heart of the matter,
which is your own opinion and your reasons for forming that specific opinion ...
Additional reading will not matter much for your thesis; in fact ... it’'ll be
redundant, it’ll obstruct your train of thought, it’ll impede your ability to say
to yourself: “O.K., what do you make of this, where are you going from here™”.
All this is very much in line with what a respondent in the Information
Requirements of Social Scientists (INFROSS) research project (Bath University
Library, 1971b) had to say on the subject more than 30 years earlier: “The
importance of information can be overrated. More information does not always
result in increased knowledge and probably seldom produces increased wisdom’.

Unfortunately, it is precisely at this juncture that information professionals
so often get their customers’ requirements wrong. Too many judge their own
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information prowess by the amount of information that they can provide in
response to an enquiry, considering a long list or bibliography the physical
proof that they can do the job. The following incident amply illustrates infor-
mation professionals’ mindset where the quantity aspect of information need
is concerned: a class of information science students were set an online exercise
to discover what the winter of 1989 was like. After about 20 minutes a very
unhappy student put up a hand for help. The problem? Well, they had only found
one newspaper article on the subject. The fact that the article gave all the details
mattered not; something was driving them on to find more of the same!

Actually, people do not always have the time, inclination and, perhaps most
importantly, real need to wade through large volumes of information. The
dearth of time necessary to make effective use of the information resources
available can be especially problematic in this context, as people may find it
difficult to come to terms with their inability to deal with the piles of docu-
ments accumulating on their desks or the long lists of unread e-mail messages
awaiting their attention, to the point where they feel actually overwhelmed by
the situation (Bawden et al., 1999). There again, people today are, by neces-
sity, fairly efficient managers of time and they have certainly mastered the art
of coping with the profusion of information characterising our world: indeed,
they tend to be satisficers (a term, which, as it has already been noted, results
from the blend of the two words ‘sufficing’ and ‘satisfying’). That is, they stop
information seeking after finding material that is good enough (Savolainen,
2007), so that they can juggle the need for comprehensive information with
the constraints placed upon them. Thus, if need be, they are quite content to
have sufficient, but small quantities of information, preferring limited infor-
mation that meets deadlines rather than complete information that does not,
which is why senior managers, for example, often insist that all written com-
munication fit on one-side of an A4 sheet. Indeed, people ignore what they
perceive as unnecessary or irrelevant; they sample and select, choosing the
best/most suitable/most interesting; or they even information gamble, taking a
chance on what comes to hand (say, the first item among thousands of search
engine-generated items).

These tactics are by now such a customary element of contemporary
information behaviour that even academics opt for them (well, one hopes for
the first two only) in order to deal with the profusion of scholarly and scien-
tific publications at their disposal. Thus, as Wilson (1993a, 1995, 1996) con-
tends in a series of studies on communication efficiency in research, contrary
to conventional understanding, non-use of relevant information in a research
enterprise may not happen by accident or by mistake, but rather reflect a
routine and normal approach to coping with the huge quantities of informa-
tion in each and every field. Indeed, he suggests, rather than overdosing on
information, researchers consistently and deliberately ignore material of which
they are aware, even though it may be pertinent to their enquiries, as part of
their individual research strategies. True, they do so only after more or less
careful perusal and prioritisation of incoming information, much along the
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lines of the ‘differentiating’ component of Ellis’s (1989) model of researchers’
information-seeking patterns, through utilising the differences between sources
as filters on the nature and quality of the material examined. Herman (2005)
ties the obvious prevalence of this information management strategy, which,
in effect, amounts to no more than the age-old policy of selective reading, to
the lowering of academic standards associated with the present-day profusion
of scholarly publications (the ‘publish or perish syndrome’). This, she main-
tains, has brought about a change in attitude to information in academe:
perceived to be declining in quality, information is no longer treated with
deference bordering on reverence; rather, it is customarily appraised for its
merits, just like any other commodity, and of the more easily available and
plentiful variety too. This is why the key to contemporary researchers’ effec-
tive information consumption is selective reading. This is why their strategy
for coping with the time pressures typical of today’s scholarly endeavour, on
the one hand, and the vast quantities of information incessantly flowing to
them, on the other, is screening, evaluating and filtering, not just to distin-
guish relevant from irrelevant, but to separate dispensable from indispensable
relevant material.

To be sure, by now the real predicament for most people is not that they do
not have effective enough ways and means of dealing with the inundation of
information; they certainly do. It is rather that they cannot resist the tempta-
tions of the information affluence surrounding them. In fact, the behaviour of
today’s information seekers may very well exhibit the characteristics of “The
Sweet Shop Syndrome’ (Ball, 2004): just like children, who, suddenly given
the freedom of a sweet shop, will gorge initially far beyond the true limits of
their actual needs, they too may get overly excited when they encounter the
(as yet still) novelty of easy access to a seemingly unlimited array of infor-
mation. This, coupled with the behaviour characteristic of the e-shoppers that
they are, which is fashioned by the dictates of what could only be described as
a sales mentality, results in a tendency to accumulate far more material than
they actually read or use.

In the way that shoppers are easily swayed in their choice by ‘offers’, so too
are present day information seekers. This point could not have been made
clearer than by the findings of a CIBER study of Emerald (www.emeraldinsight.
com), a scholarly journal database, the policy of which is to offer for free the
articles from two journals once a week. It transpired that for these two jour-
nals — whatever they were — use jumped immediately by a factor of 10, only to
drop down again to pre-offer levels once the promotion was over. Clearly,
users hastened to download the articles while they were free, rightly surmising
that this state was a temporary one. An analysis of download times before
and after the free week suggested that a squirreling (or access expectation)
behaviour was being witnessed: download times during the free week were
much shorter, an indication that people were simply storing for a later day,
rather than ‘reading’ at the time (Nicholas et al., 2008b). Indeed, the same
behavioural trait was displayed by off-campus e-book users, noted in another
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CIBER project, Superbook (Nicholas et al., 2007b). Much material is just
squirreled away for another day and that day never comes because of a
shortage of time and the amount of squirreling that has already been under-
taken. However, the increase in use for the two journals, on offer free for a
week, was so remarkable, that it must have had something to do with their
enhanced digital visibility at the time as well, with the very fact that they were
part of a promotion.

It seems, then, that in our information-rich and information-driven world
the quantity aspect of an information need has certainly come to the fore.
However, flying in the face of popularly held notions, it is no longer the threat
of information overload which is a cause for worry. Having masterminded the
intricacies of coping with the ever-growing abundance of information at their
disposal, today’s information seekers see no problem whatsoever with the vast
quantities of information available on almost any topic imaginable. However,
whilst people perceive the situation all in all as a happy state of information
affluence, they also find it hard to curb their information appetites, demon-
strating a propensity to bite off far more information chunks than necessary,
or even consumable.

Quality/authority

Assessments of the value of information are not easily made, especially in the
digital environment, with the ever-more conveniently accessible internet bring-
ing to the desktop of the contemporary information consumer a truly alluring
array of material on every conceivable subject. Knowing that the information
needed may be only a mouse click away seems to pose an almost irresistible
enticement to opt for the instant information gratification so easily provided
by the web, especially these days, when speed is so often the paramount con-
sideration in whatever we set out to do. Inevitably, then, quality and authority
concerns loom particularly large in our era of ever-present information of
unprecedented volume: the extremely vocal, ongoing debate about the ques-
tionable reliability and worth of information to be found on the web is a tes-
tament to this. Hardly surprisingly, of course, for the more information there
is around, the more tempting it is for people to power browse, to scan huge
lists rapidly, grabbing an item here and an item there, without giving much
thought to the relative merits of each. Often it is simply a question of fancy-
ing this rather than that, but even when the choice is more considered, it is
likely to be made on the basis of where an item ranks on Google. The higher
the item is on a Google-generated list, the more it is invested with quality, but
of course quality is hardly the prime determinant in Google’s ranking. This
when, given today’s information affluence, the key to effective information man-
agement can only be well thought-out selection: locating first the relevant and
then, from among the relevant, the indispensable in terms of value.

Selection thus being the choice strategy for coping with the vast quantities
of information surrounding us, obviously far better that it is conducted along
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logical grounds than arbitrary ones. Surely quality and reliability are better
criteria for knowledgeable information selection than congeniality: after all,
people do not really want to base a decision or a course of action on unstable
foundations or be sent on wild goose chases, do they? Indeed, the quality
of information, its veracity, trustworthiness and accuracy, are held to be, at
least in theory, critical considerations, and for some fields and occupations
particularly so.

Health is obviously a case in point, for poor information provision on ail-
ments could have serious, even fatal consequences; but journalism, science,
finance and business also come to mind. Take, for example, the following quo-
tation from a leading crime correspondent: ‘“There is a problem with inaccu-
rate information and particularly in my field that could be very dangerous
because we run into problems of libel and we run into problems of contempt.
Reporting crime if you get bogus information or inaccurate information
about people’s convictions or about crimes — then you are in trouble and I am
wary of the internet for that reason’. Indeed, journalists are extremely con-
cerned with authority and accuracy. Much of the unsolicited material that
comes to them looks suspiciously like propaganda, public relations or adver-
tising: it is difficult to distinguish fact from hype. In consequence, a good deal
of cross-checking is done. At The Economist, for instance, where none of the
articles are signed — and, in result, the reputation of the whole magazine is at
stake, unchecked facts and unverified sources are simply not used. An adver-
tisement for the journal once stated: ‘The Economist believes in collective
responsibility. It commits its own reputation to every sentence it writes, good
or bad’. To be sure, Economist journalists take the authority invested in them
extremely seriously, as the following story amply proves: at one editorial board
the following week’s edition was being considered and the conversation got
around to an article about Mozambique. The question was: should the article
appear the week before the forthcoming elections or during election week?
One journalist argued that the article should appear the week before, because,
that way, the powers that be in Mozambique would read it and that would
stop them making the same mistake as they did the time before!

Academics are another group with stringent requirements for excellence
and dependability of information. They are very much aware of the impor-
tance of paying attention to the quality/authority aspect of their information
work, and no wonder: they simply have too much at stake to neglect doing so,
given that the inevitable prerequisite of every new scholarly progress made is
its firm anchoring in previous knowledge and peer review. No wonder, then,
that they are rather wary of information that is not endorsed by the formal
scholarly communication system: ° ... for the purposes of my research
work ... I use a good journal, something written by somebody from a good
university. I can’t base my hypothesis on findings posted on the web, which
haven’t been published in a journal, it’s just not reliable, that’s why, even if the
idea is terrific, I'll still take it for something unreliable’. By necessity, then,
academic researchers are considerably more skilled and competent at the task
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of evaluating the information on hand than most people — and it does take
quite some expertise.

For one, determining the quality of information is rather more difficult these
days than it used to be: the digital environment is a complicated one in which
to make quality and reliability judgements. It is a relatively new (for some) and
fast-changing environment, with new sites appearing all the time. Also, there
are so many parties associated with the production of a digital information
service — experts, governmental, scholarly or commercial content providers,
broadcasters and publishers (and Joe-public in the likes of blogs), to name
just the major ones. It is clearly a situation in which authority is ‘up for grabs’
and worth is by no means assured.

Further to that, in today’s information realities the task of sifting out the
wheat from the chaff in the information of potential relevance often falls to
the user; the value and trustworthiness of information is no longer a priori
established for its potential consumers. The traditional library-driven user of
the not so distant past relied on the library for (limited) choice, and for a
stamp of quality or authority. Seeing that ascertainment of quality was part
and parcel of the authoritative professional preparation of information for its
central storage and provision in a library, the not wholly unfounded assump-
tion was that if it was in the library, it was good. In any case, the choice was
largely made for the consumer because the intermediary conducted the search.
Today most people search for themselves, often from non-library or -evaluated
information environments. To stay afloat in the ever-expanding, mostly digital
information environment they need to evaluate, and evaluate well. Presented
with massive and increasing choice via internet-based, often unvetted chan-
nels, they are forced to make the evaluations once made by librarians; in this
context the phrase ‘we are all librarians now’ is an especially apt one. With so
much choice and new products coming on stream, they have to make many,
many evaluations, and quickly. No mean feat, that, as for a user to select infor-
mation on quality grounds involves multiple layers of interpretation derived from
their experiences, perceptions and private knowledge related to the particular
information need at hand (Park, 1993).

Seeing that the perceived quality and reliability of a document thus rests on
a mix of highly personal knowledge, past experience and accumulation of
information, the best way to assess its value is simply reading it ‘cover-to-cover’
to see what it says. However, the convenient availability of huge amounts of
information on any and every conceivable topic under the sun renders the
attempt to do so unrealistic; so much so that nowadays even academics are far
less inclined to take their quality decisions on the basis of a straightforward
perusal of the information presented to them. Instead, people look beyond the
inherent appropriateness of documents in information need situations, making
judgements about the source rather than the content of the information. In
point of fact, they resort to long-standing aids or ‘props’ for picking out as
efficiently as possible the worthwhile items from among the huge amounts of
information at their disposal.
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Thus, knowledgeable users aim to single out from the abundance of obtain-
able information the items of appropriate authority and quality, employing
one or more indicators of value, often using all available indicators in com-
bination. Indeed, establishing the authority and/or determining the quality of
information is for many people a two-tiered process of first selection made on
the basis of both information giver/sender and source (authorship and chan-
nel of publication/dissemination), followed by a more in-depth scrutiny of the
items, which have been found to merit further consideration. Hence, the value
and trustworthiness of some information is often assessed by first noting who
recommended it, who its author is (with what organisation the author is affili-
ated, the author’s academic background, etc.), and the journal in which it is
published or the site on which it is posted. It is only if by this stage the infor-
mation looks worthwhile that a more in-depth examination of its contents is
deemed to be in order.

Starting out the evaluation process of some information with its giver/
sender makes eminent sense in our era, when more and more information
comes to us, rather than vice versa. With social networking on the web having
become almost normative, friends and colleagues seem to be behind much of
the new information that flows to us. Indeed, Schwartz (2008) cites Ted Eytan,
medical director for delivery systems operations improvement at the Perma-
nente Federation, who says that ‘patients aren’t learning from websites — they’re
learning from each other’. Given this state of affairs, the following quotation,
which captures the popularly held sentiments concerning the information
giver/sender, sounds more pertinent than ever: ‘One of the filters on what stuff
you read is who sends it to you; the weight given to the information will
depend on the source providing that information and more weight will be
given to information provided by a source if that source has a high position in
an organisation’. Indeed, the aforementioned study into the use and impact of
key digital health platforms and services in the UK (Nicholas et al., 2007a)
found a relationship between how users heard about health websites and the
sites’ rating. Those users who were recommended the site were least likely to
say that site trustworthiness was poor or okay. Users who arrived at the site
via an advertisement or a search engine were most likely to rate trustworthiness
as either poor or okay.

Beyond the perceived authority and trustworthiness of the information
giver/sender, it is the source of the information that is often the basis for
determining its quality; therefore, a very good appreciation of the information
producers in the subject field is quite important. This is how one academic
put it, pondering the rationale behind it all: ‘If I know the author, I know
exactly what to expect: I know his areas of interest, and more importantly, I
know the worth of the information he’ll give me’.

Indeed, another important factor in determining the reliability or quality of
some information is the reputation of its author and that of the institution
with which he/she is affiliated, as these are perceived by the reader, with the
latter, as Liu (2004) notes, considered even more significant than the former.
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This presents no problem for those in the know, for, as Becher (1989) points
out, one of the striking features of academic life is that nearly everything is
graded in more or less subtle ways, institutions, departments and, possibly
above all, the scholars in a given field. Thus, to quote an economist, well-versed
in the ways of academe, academics ‘walk around with invisible ranks ... they
all look the same, not even wearing suits or ties, or perceptible ranks ... and
yet, whoever has to know, knows without any doubt who’s leading and who’s
led, who makes the decisions and who follows’. It is not very surprising, then,
that academics can form a well-founded first impression as to how good and
solid a given piece of work is almost at a glance: if the information being
considered originates with somebody who holds a senior rank in a “first line’
university with a ‘good’ department in the relevant area of specialisation,
whose name is known in professional circles, it passes muster. So much so,
that, as Park (1993) notes, a prominent scholar in the field tends to become
an independent quality/authority parameter, regardless of the subject matter
of the publication being considered (along the lines of ‘anything he writes is
bound to be good’). In fact, as Kling and McKim (1999) assert, a non peer-
reviewed posting on a website by a high-status and well-respected scholar may
well be trusted and valued more than a peer-reviewed journal article by
someone not as well-known in the community.

Yet, with all the importance accorded to the author’s status in the evaluation
process, basing ‘a vote of confidence’ solely on the author’s standing is obviously
inadvisable, as an experienced academic researcher explains: ‘Clearly I treat
differently the work of somebody, whose contribution to the field is indis-
putable, than that of a fledgling, who still sports a few bits of the eggshell on
his head ... Of course I do, and so does everybody else ... Still, it is always
possible that in some of his articles the author just reiterates previous sayings,
and if so, prominent or not, these articles go straightaway to the pile of “not
worth reading”’. Moreover, basing quality/authority judgements on the repu-
tation of the author is pertinent to no more than a small segment of information
consumers; it would be hardly reasonable to expect that outside academe infor-
mation seekers always or even often be aware of the scholarly weight of the
authors, the actual producers of some document on hand. Still, things are
very different indeed when it comes to the standing and dependability of the
organisations with which these producers are affiliated.

People are well aware that certain organisations, because of their economic
or political power, command particular authority or respect and, as a con-
sequence, their publications or websites are in effect brand names, which carry a
lot of clout. Thus, for example, BBC Radio 4’s Today programme is widely
recognised throughout the media and political worlds as being agenda setting —
largely because of its flagship status and because important and authoritative
people are drawn to its studios. Perhaps as a consequence of people’s concerns
over the quality of the information on the web (‘I think that most people
realise that there isn’t any particularly effective restrictions in place as yet on
the internet, therefore, anybody can set up a website containing false, misleading,



Template: Royal A, Font: ,

Date: 02/09/2009; 3B2 version: 9.1.470/W Unicode (Jun 2 2008) (APS_OT)
Dir: P:/eProduction/WIP/9781857434873/dtp/9781857434873.3d

76 A framework for evaluating information needs

incorrect or offensive content’), the websites of government, the European
Union and some academic establishments, for instance, are particularly popular.
Indeed, they are frequently used by journalists. A case in point is the science
editor at The Guardian, who regularly consults sites such as The NASA
Pathfinder mission, The American Association for the Advancement of Sci-
ence, or The Global Seismology Unit, in pursuit of quality information.
However, if not so long ago people unquestioningly accepted that information
from such governmental bodies would be accurate and reliable (whether con-
veyed via the internet, hard copy publication or any other means) and were
prepared to use it straight off, this no longer holds invariably true.

The findings of the above-mentioned health survey (Nicholas et al., 2007a),
which, having canvassed hundreds of thousands of users on a national scale,
can be taken to be very indicative indeed of generally held views, serve as
ample proof of this point. Apparently, people may be by and large supportive
of the British National Health Service (NHS), declaring that they trust the
NHS ‘to a large extent’ or ‘on the whole’, but nevertheless, they also look
elsewhere for information. They largely do this checking on the basis of long
experience of searching the web, a lot of practice in making constant com-
parisons and through a process of trial and error. People apparently take full
advantage of the above-noted capability provided by the web to ‘suck it and
see’. Here is how one survey respondent put it: ‘I trust the info [sic] provided
by the NHS. However, like treating any other ... sources, I usually check up a
few other professional websites for the same info, so I get a more complete
picture of the subject, instead of relying completely on ... one source’. This
seems to suggest that not even so-called ‘authoritative’ publications and sites
are believed to be always correct. Rightly so, it seems: as the literature tes-
tifies, even ‘official’ information published by the NHS and other government
bodies can be of dubious quality. Coulter et al. (1999), for example, point to a
multitude of problems: much of the information at the time of their research
was inaccurate and out of date, technical terms were not explained, and few
materials provided ‘adequate’ information about treatment risks and side-
effects. Huntington et al. (2004) also found that the NHS Direct site was in
fact poor at sourcing its information, possibly, or so they surmise, as the NHS
considers itself an authority in its own right and hence does not see the need
to quote its information sources. The site was also found wanting in terms of
date-stamping its information.

Further to users’ awareness of the possibility that even organisations for-
mally qualified to furnish authoritative information do not always live up to
expectations, there is also the problem of government bodies being suspected
of having an official ‘axe to grind’. This, obviously, may greatly impact on the
perceived quality and credibility of the information these establishments offer.
In the words of one participant in the just-cited health survey, the NHS is
considered ‘trustworthy in the sense that the information present will be
accurate on the whole but biased in the sense that there is an economic con-
sideration with healthcare provision and the NHS is representing the
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Department of Health (DoH) policies and may not promote treatments that
are not available widely on the NHS or new research’.

Another instance where users can and do put brand indicators to good use
in accrediting the information found is when their source is a peer-reviewed
scholarly publication. Each discipline has its fairly well-defined, if unwritten
hierarchies of scholarly journals and publishing houses, with some publication
venues considered of a higher quality than others. This pecking order of
scholarly information dissemination channels is so well-known, so much part
of the disciplinary culture of any given field that active researchers can rank
publishing venues on impact or quality grounds, and the level of agreement
amongst them would be exceedingly high. They usually acquire this intimate
familiarity with the relative standing of the different ‘brands’ of information
dissemination routes in their respective fields as an essential part of their
socialisation to their chosen profession, but also the hard way, through the
process of submitting manuscripts (first-line publications are in such high
author demand, that they can afford to be very choosy indeed). Accordingly,
although more often than not they know exactly what the quality of their
research is and send the manuscript to a journal that reflects that quality, if
they cannot get into the journal of appropriate ranking chosen, they go to the
next one down the ladder. Quality thus tiers down and, in result, the archiv-
ing of scientific ideas and findings is in fact on a continuum, with varying
degrees of value, reliability and peer validation, from the most prestigious and
rigorously reviewed at the top, to what is virtually a vanity press at the
bottom (Harnad, 1990; 1999). Indeed, it is by no accident that a relatively
small number of the titles available account for a relatively high proportion of
use, a long-known characteristic of information-seeking behaviour, which has
been proven to hold true in the electronic environment, too (Nicholas and
Huntington, 2006).

This state of affairs is well-known to potential information consumers, cer-
tainly within academe, but often without it, too: ‘If I read an article in Nature
or The Journal of the British Medical Association then it is not an unreason-
able assumption that the guy knows what he’s talking about and that his
colleagues believe he knows what he is talking about’. Furthermore, if in the
past only the leading information dissemination ‘brands’ were known to the
general public (Nature and Science may always have been household words,
but not many other examples readily come to mind), it is hardly the case these
days. The ethos of the knowledge society, with its emphasis on knowledge and
information as the key to success has brought about a huge demand for
scholarly information. We are all amateur scholars now, and thanks to the
greater access afforded by Open Access and institutional or disciplinary
repositories, we have a library of immense power at our beck and call. Indeed,
as Nicholas et al. (2008b) found in their Virtual Scholar research programme
(2001-08), the so called disenfranchised users of Open Access material (that
is, users from outside academe) are large in number and are fuelling a lot of
the growth in scholarly information consumption. With many of the general
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public thus having joined the army of virtual scholars, they, too, are quite
familiar with the literature in their areas of interest, inclusive of the afore-
mentioned ‘pecking order’ of the scholarly information dissemination chan-
nels. In result, they are almost as adept at judging some information by its
brand, that is, by the reputation of its venue of dissemination, as their aca-
demic counterparts.

Let there be no mistake, however; scholars we all may be by now, but ama-
teurs, not professionals: translators of research into actionable outcomes —
practitioners, research users, policy-makers and opinion-formers. Most people
are, then, readers of scholarly information rather than its producers. Thus,
amateur scholars may recognise brand names of publication outlets as readily
as professional researchers, but they have little need or use for the time-honoured
tool widely utilised in academe for identifying qualitative and authoritative
information: citation analysis data. Actually, citations are very important,
offering insights into which journals are, on average, the most highly cited (ISI
impact factor), which journals researchers turn to first (immediacy index),
and the long-term value that academics ascribe to particular titles (cited half-
life). However, all these are indicators of value from an author perspective,
providing as they do reliable information about the preferred publication
outlets in a given field. For the vast constituencies of readers who do not write
papers, citation data cannot be of much help. After all, the fact that an article
has been highly cited does not necessarily testify to its reliability or commend-
able quality — the very opposite may well be true, with the citations reflecting
refutations of its content! Indeed, Rowlands and Nicholas (2007) propose that
we systematically measure, at the individual article level, journal use (‘votes
by readers’) as well as journal citation (‘votes by authors’), among other
purposes in order to aid all scholarly information consumers, and not just the
authors among them, in acquiring a good understanding of the usefulness of
some research.

In any case, at least for academics, who need trustworthy and high-quality
information for most of their work-related purposes, it seems to be a foregone
conclusion that they will give much more weight in their choices to the brand
names in scholarly publications, the ones considered to be as near as possible
to the top end of Harnad’s continuum. After all, many people set great store
by a brand precisely because it is perceived as providing special benefits and
added values. Indeed, as it has already been mentioned, the esteem in which a
journal and/or a publishing house are held is often well-known and frequently
used as an indication of the quality and authority of information, as one
academic, summing it all up, says: “The author, and in fact the whole journal,
serve as parameters for determining the quality and authority of a publica-
tion. As it happens, some very, very interesting things appear in negligible
journals, written by authors you don’t know, but when you have such an
avalanche of material, that’s the way you work’.

However, contrary to popularly held notions, this building on brand names
in quality and authority assessments of scholarly material cannot be taken as
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a sure-fire defence against alighting on information that is not really up to
par. In fact, these days a degree of wariness seems to be called for in our
dealing with scholarly information, the consequence of the ever-more perva-
sive doctrine of ‘publish or perish’ in academe, which, according to the editor
of a history journal amounts to ‘far too much publishing and not enough
perishing’ (quoted in Garner et al., 2001, 253).

Originally coined by Logan Wilson in 1940, the term ‘publish or perish’ has
become the universally accepted shorthand for the onus on academics to pub-
lish copiously, as Schauder (1994, 82), summarising Wilson’s thesis, describes:
‘ ... because publication is one of the main measures of academic produc-
tiveness, there is pressure on authors to fractionise their research projects into
as many separate articles as possible to “add yardage to the author’s biblio-
graphy” ... [Since the] publishing of articles ... [is] a principal means by which
academics can achieve visibility, and therefore, advancement ... , [these]
situational imperatives dictate a “publish or perish” credo within the ranks’.
Unfortunately, the ‘publish or perish’ system, focusing as it does on the quest
for quantity of publication, may lead to inconsequential publications: ‘salami
publications’, wherein material adequate for a single paper is sliced into sev-
eral ‘least publishable units’, or ‘meat extenders’, i.e. papers re-issued with no
new data or papers that are in fact two previously published papers merged
into a new one. The result of this perceived need in academe to skew research
toward what is ‘acceptable’ rather than toward what may be important is, at least
at times, a decline in the quality of the information, as Ziman (1970) puts it:
‘Not only is there too much scientific work being published; there is much too
much of it ... the need to get recognition by publication forces each of us to
shout a little longer and louder so as to be noticed at all in the gathering,
swelling crowd of voices ... The result has been a proliferation of semi-literate,
semi-scientific, half-baked and trivial material which threatens to swamp the
system’.

It seems, then, that these days even governmental/official or scholarly estab-
lishments can no longer be unhesitatingly considered purveyors of innately
valuable and authoritative information. Rather predictably, commercial orga-
nisations are held even more suspect in this regard. So much so, that in the
UK survey of health platforms and services most respondents, 63%, said that
being too commercial would be a reason not to visit a site (Huntington et al.,
2004). Indeed, over half of the people polled said that they had not returned
to a site because it was too commercial (Nicholas et al., 2007a). In the same
vein, when a site carried ‘obtrusive’ or too many advertisements, people were
much more likely to rate its trustworthiness as poor or only okay. No wonder,
then, that clicking on a banner advert was found to be the least popular way
of finding health information.

True, some commercial establishments do carry a lot of respect in result of the
quality of their work and excellent track record. A particularly telling example
of this came up in CIBER’s above-mentioned health survey (Nicholas et al.,
2007a). People who used the touch-sensitive screen health information kiosk
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at a Safeway (supermarket) Pharmacy were asked about the authority of the
information provided by the kiosk and the trust they exhibited in it. In reply,
users tended to say that they had ‘every trust in the information’, but also to
assume that it was a Safeway service (it was, in fact, an NHS-provided one).
When told that this was not the case, many were disappointed, and the younger
the users, the more disappointed they were. This, because Safeway was seen as
a very successful business, whereas the NHS was always being criticised in the
press for not coming up to scratch. Moreover, even when it was or became
clear that Safeway was just the host organisation, its reputation carried over
to serve as a guarantee for the provision of quality information only on its
premises: ‘Well, they wouldn’t let any cowboy stick a kiosk here, would they?’

By the same token, newspapers, with their wide and large readership — includ-
ing lots of decision-makers, have great impact. Indeed, articles in newspapers
like the Financial Times and the Wall Street Journal can actually move financial
markets and bring down economies (in one of its advertising campaigns the
Financial Times played upon the crucial role it has in meeting the information
needs of the business world: ‘no FT, no comment’ was the advertising slogan).
Undoubtedly, for-profit ventures of this stature are invested with special
authority by many people, but they are the exceptions to the rule, certainly
not the rule.

All this seems to lead to the conclusion that by now the time-honoured
reliance on the source of some information in the initial assessment of its
authority and quality certainly has undergone fundamental changes. Not that
it has become any the less important; rather the contrary. Given the surfeit of
choice characterising the mostly online information environment of today,
singling out the items of intrinsic merit on the basis of a preliminary judge-
ment of their extrinsic characteristics is an inescapable imperative. Indeed, the
evidence that the CIBER research group has amassed in several projects
points to the fact that on average most people spend only a few minutes on a
visit to a website, insufficient time to do much reading, but perfectly adequate
enough to note some indicators of its worth as a source. However, if this
preliminary assessment of the information on hand is as crucial a component
of information seeking as ever, if not more crucial, the way people go about it
is much changed in today’s web-based world. People simply shop around for
information and on the basis of comparisons take decisions for themselves on
what they perceive to be ‘good’ information. Present-day digital consumers
are what can be termed ‘promiscuous users’.

Promiscuity results from consumers’ uncertainty in the face of massive access
and choice, coupled with short attention spans and a tendency to leave their
memories in cyberspace. In information-seeking terms it manifests itself in
two ways. Firstly, people visit a (large) number of websites to find what
they want. Secondly, and this is related, they do not often return to sites they
have once visited. This form of information behaviour may sound like a
dumbed-down form of information searching and retrieval: people are seem-
ingly unable to make up their minds and, in any case, succeed in obtaining
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just a thin veneer of information. However, it is simply a different way of
tackling an information need. One is minded of the father watching his young
daughter using the remote control to flick from one television channel to
another. A slightly irritated father asks his daughter why she cannot make up
her mind and she answers that she is not attempting to do so; she is actually
watching all the channels! She, like today’s information consumer, is gathering
information horizontally, not vertically. The single, high-quality and author-
itative source, which is always consulted and deeply mined, seems to be a
thing of the past.

Indeed, a recurrent finding in the various CIBER projects evaluating the
information-seeking behaviour of a number of information communities, most
notably those associated with news (Nicholas et al., 2000), health (Nicholas et
al., 2007a), voluntary and charitable work (Nicholas et al., 2004a) and scho-
larly publishing (Nicholas et al., 2008b), is that appraisal of the quality and
trustworthiness of information is largely undertaken by making comparisons,
which seems to be a key element of digital literacy. People will look at several
internet sites (and, therefore, consult several organisations) for information.
This appears to be true even when people ‘trust’ one site, or when they go to
‘brand name’ sites. Perhaps not surprisingly: as Simon (2001) observes, brand
recognition has taken on a new dimension on the web, with the surfeit of
choice online producing ‘a concomitant change in consumer attitudes’, moving
them from what he describes as ‘receptive space’ to ‘sceptical space’. Users can
afford to be sceptical about the attributes of an individual site, as these attri-
butes can be maximised by visiting a number of sites. Indeed, in the afore-
mentioned health services survey (Nicholas et al., 2007a), a relationship was
found between a respondent’s rating of the content and the number of health
sites visited. As the number of health websites visited increased, so the user’s
appraisal of content depth, breadth and trust declined. The ease of information
access has made internet users into information connoisseurs.

Hardly surprisingly, then, loyalty might be a thing of the past, too, although
we have loyalty to Google, Facebook, BBC and ebay in bucketloads. Coming
back to a site constitutes conscious and directed use, which clearly suggests
that it is a tried and trusted source of information. This ‘site stickiness’ (as the
industry calls it) makes return visits indicative of the perceived quality and
authority of the site. Indeed, a service with a high percentage of returnees can
be regarded as having a brand following, the goal of all service providers.
However, loyalty or repeat behaviour generally is not a trait of the digital
information consumer. Thus, for example, a study of the SurgeryDoor website
(Nicholas et al., 2003a) found that over a relatively long period of 12 months,
two-thirds of visitors never returned and the remaining 33% visited the site
only two-to-five times. By the same token, in the ‘Google Generation’ project
(CIBER, 2008), the data on the return visits to ScienceDirect, a scholarly
journal database, show that over a five-month period 40% of users just visited
once, 24% visited two-to-five times, 15% visited six-to-fifteen times and 21%
visited over fifteen times.
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It seems, then, that in today’s information setting people have become con-
sumer ‘checkers’ or ‘evaluators’. They may happily avail themselves of innovative
information services, with some of them actually describing their routine
usage of websites and internet-based repositories as being ‘hooked’, but often
they are also very cognisant indeed of the perils entailed by indiscriminate use
of information distributed this way: ‘ ... these electronic archives are definitely
no substitute to a regular journal. For example, if you log in today and find a
pertinent article, tomorrow you may discover that it is no longer there, in all
probability because the author has decided to retract it for corrections ... an
item posted there has not been refereed, so you’ve got to be very careful, you
can’t trust the information too much’. Indeed, the information seeking of the
present-day consumer has more in common with the behaviour of shoppers
than with that of traditional library users. This is because there is now a huge,
rich market for information, and obtaining information is part of the shop-
ping experience. As a shopper it is our duty to be a smart shopper, who plays
the market. Nobody wants to spend time and money on obtaining information
of inadequate quality and authority, and with good reason, too, as Nicholas
et al. (2007a) found in their evaluation of digital health platforms and services
in the UK. A person’s trust in a site was a significant factor on health out-
come, with those users demonstrating the greatest trust being more likely to
claim a positive health outcome. Thus, those rating the site’s trustworthiness
as either good or excellent were more likely to say that they had been helped
a lot and were less likely to say that the site was of no help.

There is a possible role here for the information professional in providing
quality assessments, especially in the construction of information-filtering
mechanisms that take account of quality and authority criteria. Plainly, web
search engines and their relevance-ranking methods are not always sufficient.
However, neither are the commonly cited quality criteria for online content,
as a 2008 study into breast cancer information online clearly indicates: appar-
ently, no quality criteria or website characteristic, singly or in combination,
reliably identified inaccurate information (Bernstam et al., 2008). Librarians
seem to be facing up to the challenge by developing their own search engines.
These are meant to offer the trusted and effective searching environment that
is missing from the big search engines and Google Scholar.

Date/currency

Everyone works with a mix of new and old information: even stockbrokers,
preoccupied as they are with the telephone and real-time services, need to
place data into a context. Thus, two closely related questions have to be asked
regarding this information needs characteristic: firstly, how up-to-date does
the information need to be; and secondly, how far back in time the informa-
tion is required to go.

Information seekers are always likely to require the most up-to-date material,
even if they do search for data back in time, too; by definition — the new captures
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the most interest. This seems to hold all the more true in today’s information
society, in which people consider keeping informed of new developments in
their diverse areas of interest and attention an essential part of their cus-
tomary pursuits. Thus, currency may be only one aspect of the date-range
requirement, but these days the pressing need to always have the very latest
information puts it very much in the spotlight. However, ‘current’ may have
quite different meanings for different people and even for the same person in
different circumstances, from ‘this very moment’ to ‘nowadays’, although the
web has raised everybody’s expectations. Thus, as Wilson (1993b) points out,
one may claim to be current without claiming to have information about
what is happening in ‘real time’ — i.e. right now. A market maker in a leading
stockbroking firm would probably consider the last few minutes’ information
to be current, but for the historian the definition of current might well extend
to a year or more.

Be an individual’s precise definition of ‘current’ what it may, conventional
wisdom holds that an information source is at its peak of use just after release,
becoming less and less frequently used with time. This truism might not have
gone uncontested — for instance, Rothenberg (1993), reviewing the body of
literature testing the notion, argued that studies had failed to show the expected
measurable decline in use. Still, whether there are demonstrably fewer read-
ings of older materials or not, they are rated more important than new arti-
cles, more time is spent reading them, and a higher proportion of them are
consulted to prepare a formal publication, such as an article or a book (King
and Tenopir, 1999; Tenopir and King, 2000). Indeed, early retrieval systems
traditionally proceeded from the notion that the most current information
was the most important for users. This is the reason why they ordered their
output in reverse chronological order. In fact, the provision of current infor-
mation was long held to be the hallmark of a good information system — and
for many people it was the performance indicator by which they measured its
efficiency. Clearly, users are, and have always been interested in the new, but,
as Odlyzko (2000) prophesied almost a decade ago, and as the data gleaned in
CIBER’s Virtual Scholar research programme (2001-08) prove beyond doubt,
it would be a mistake to go on believing that this is the picture in its entirety.
Apparently, once the visibility of older material increased, thanks to the
massive improvements in access to back files, on the one hand, and the ubi-
quitous use of search engines that prioritise relevance over age, on the other, a
much wider usage of older materials followed (Nicholas et al., 2008b).

Indeed so, but what do we mean when we say ‘older material’? Undeniably,
if people’s perceptions as to their currency requirements vary greatly, so do
their notions of how far back in time information may still be relevant to
their needs. Hardly surprisingly, though, for obsolescence, the decline in the
use of published material over its lifetime, is the result of change in general,
and in the individual circumstances of the information seeker, in particular.
Indeed, new discoveries, new equipment, new technologies, new legislation, as
well as political and economic factors can render valueless — even dangerous —
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what we know and do. For instance, consider the value today of a book
published on central heating systems for the home in the 1990s — books that
can still be found in some public libraries. The relative prices of fuels have
changed; much of the equipment featured would be obsolete; and new energy-
saving features would not be mentioned. No wonder that it is the shelf-life of
technical information that seems to be the shortest, on par with that of news.
However, information decays in all fields, as the following account of an
archaeologist amply illustrates: “Without a doubt, in archaecology information
does become obsolete. A book published, say, in 1932 is worthless by now ...
you can’t use the information in it, because it is no longer correct ... the dates
given are wrong, the facts are incorrect ... I have in my private collection
some older books, but not one line therein is still valid’.

Given that the decay of information is so much contingent on change, it
comes as very little of a surprise to find that obsolescence is clearly a discipline-
specific phenomenon. After all, as it has already been noted, the various areas
along Storer’s (1967) continuum of ‘hard’ to ‘soft’ domains are characterised by
avery different pace of change and development. Thus, the knowledge domains
towards the ‘hard’ end of the continuum are fast-moving fields, characterised
by rapid and linear changes. Since, as Meadows (1974) puts it, scientific knowl-
edge grows in the orderly fashion of a skyscraper being built, with each new
floor depending on the previously constructed floor for support, steps forward
can be made only when the current problem at the frontier of research is resolved.
This state of affairs obviously dictates a dynamic tempo of information creation,
bringing about frequent change and a correspondingly high rate of obsoles-
cence. Take, for example, the above-quoted psycho-oncologist’s description of
her field: * ... the world of medicine is one of the most rapidly changing, one
of the most dynamic ... whatever held true five years ago is more or less
rubbish by now ... just like my PhD dissertation, which is all but ready for
the bin by now, since the huge progress in the prevention of the side effects of
chemotherapy for cancer has rendered all I had to say on the subject of patients’
coping with the treatments just a few years back very much outdated’.

In comparison, the humanities do not normally evolve in a linear fashion;
one discovery is not necessarily the result of a prior one and will not neces-
sarily lead to a later one. As such, to use again Meadows’ (1974) picturesque
simile, growth in the humanities might more reasonably be compared with the
construction of a rambling country house. Therefore, new developments in
the knowledge domains towards the ‘soft’ end of the continuum occur at a
much more leisurely pace, in consequence of which information decay occurs
much more slowly. Still, if in the past obsolescence in humanities research was
an almost unheard of phenomenon, with new research usually supplementing
rather than superseding previous knowledge, nowadays there seem to be instan-
ces of information becoming obsolete. This is what a historian has to say on
the subject: “ ... in the humanities too, in history, philosophy, theology, there
is so much research going on that now, and it was not so in the past, material
does become obsolete ... A significant part of this innovative research truly
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sheds new light on the issues being considered, provides us with further
understandings and different approaches ... some humanities research done
ten, fifteen years ago has simply become obsolete and it never used to be the
case! So you can’t say today ‘I don’t get to the recent work in my field’, it
won’t hold water, because in most every area there are some new, very central,
very important works, which have changed in one way or another the concept,
the outlook, the understanding, the whole information infrastructure’.

As a rule, the very nature of information use in the different knowledge
domains (particularly for research work purposes) dictates these differences in
the levels of reliance on past information. As it has been previously noted, at
the ‘hard’ end of the continuum information consumers must have the results
of previous research pertaining to their own work, though not the specific
writings reporting it, for where the findings of previous generations of scientists
are still relevant, they are part of the building blocks of science and, therefore,
readily available in textbooks, treatises, handbooks, etc. In stark contrast, in
disciplines at the opposite, ‘soft” end of the continuum, seekers of information
cannot incorporate prior knowledge in their own undertakings unless they get
hold of the specific documents that convey it, for the unique insights of the
author form a vital part of the breakthrough reported (Bates, 1996; Stoan, 1984,
1991). No wonder, then, that there are distinct, discipline-specific patterns of
the time-depth needed in information work.

Obsolescence of primary (‘raw’) material occurs (if it occurs at all) more
slowly towards the ‘softer’ end of the continuum of knowledge domains: thus,
for example, nobody could never substitute an article summarising, say, Plato’s
thinking for the original works of Plato, and not only because the reviewer
may have misunderstood the great philosopher or made a mistake in inter-
preting his work, but also because new insights can only arise from the origi-
nal text. In fact, such primary information can actually gain value with age.
Something written by Churchill during the Second World War would be
valued for its age — it would be a source document; by its very nature it cannot
be superseded. However, secondary works, which interpret the primary material,
may very well age and become obsolete as new scholarly advances are made
in the ‘soft’ disciplines too, although, again, the process is likely to take much
more time. To be sure, citation studies show that the shelf-life of information
in the ‘softer’ areas is a great deal longer than in the ‘harder’ domains (see, for
example, Line and Sandison, 1974).

Even in the sciences not all information ages rapidly: the theory and fun-
damentals of many subjects are fairly constant and, in result, long-established
(but revised) textbooks and manuals are still well-thumbed. Moreover, in
every field there are key publications, which, having shaped the course of
research, left an indelible imprint on its development: * ... these are the most
important works on the subject, the corner-stones of a knowledge area, says a
biologist, which everybody seems to remember and cite, no matter when they
were written. Therefore, 1 cannot say that I only need current material;
sometimes I may go back as much as fifty or sixty years for the basics’. In the
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same vein, medicine often needs long-term retrospective information in con-
sidering the development of a disease. Also, apparently, there are instances
when going back to the original publication is important, if not essential, in
the sciences too, as a mathematician explains: ‘I’ve often found that if T encounter
some difficulties in understanding something, then the original article, the one
which first reported the breakthrough on the issue I'm trying to understand ...
clarifies things for me. Since the original article explains what the author
really wants to do and how he goes about it, it gives you a different perspective.
In the books subsequently written on the subject you find all sorts of things
he never thought about when he wrote his article, and the improvements
made on his initial notion, but you are better able to understand the original
idea, the message nobody had come up with till then, when it is being described
for the first time’.

However, as people often intuitively know what the obsolescence factor is
in their field, they customarily set out to look primarily for materials from a
given age spectrum (from the almost unlimited time-depth in the humanities
to less than five years in many areas of the sciences and social sciences). In
direct consequence, they frequently use date of origin as a means of selec-
tion — sometimes, as a substitute for quality. Date can indeed serve as a useful
cut-off point for a search that produces a lot of documents. Information pro-
fessionals have long understood this, which is why the aforementioned reverse
chronological display is such a well-established practice. However, it is impor-
tant to remember that the shelf life of the information is not the only factor
that determines the date range required — the amount of time that a person
has available to read and digest information also comes into it.

Of course, information units and systems themselves have a need to weed,
discard and archive information, because of the cost and space involved in
storing information. This is often done using date criteria. However, where
information professionals often have got it wrong is in holding on to infor-
mation long after it has become deceased (the collector syndrome), and in
failing to understand the complex relationship between occupation/job role
and currency requirements. Thus, for example, just because journalists deal
with news as it is breaking, it does not mean that they do not need archival
information. In point of fact they do — to put the breaking news into some
kind of perspective.

For information to retain its currency it must be distributed quickly —
something that is taken up more fully in the next section. Some information
channels are more conducive to the rapid transmission of information than
others: hence the tremendous popularity of e-mail the mobile telephone. Tra-
ditional information systems have never been geared to providing access to
really current information — typically, abstracting services still serve up infor-
mation that is three-to-six months old, although they no longer claim they are
providing a current awareness function. Indeed not, for online technology and
the internet enable the provision of services that are much closer to what
people regard as acceptably current information. Thus, for instance, in the
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Western world same-day access to the full text digital edition of the major
newspapers is quite the norm by now, and in many cases the digital edition is
available before the hard copy.

Still, as the participants of the above-mentioned focus group of researchers
reported, innovative alerting services, such as RSS feeds and the like, meet
with very little success, if any. For example, on the eve of the 2008 elections in
the USA, when online news consumption tripled (fully one-third of Amer-
icans reported getting most of their election news online, up from the 10%
who did so four years earlier), still only 4% of American internet users sub-
scribed to receive campaign or political information through an RSS feed.
Even among voters who used the internet in one way or another for political
purposes, who did take somewhat greater advantage of the ability to custo-
mise their news and get the latest updates on the campaign, only 5% set up a
politics-related RSS feed (Pew Center for the People & the Press, 2008; Smith,
2009). Generally, people much prefer to rely on search engines to deliver
‘current awareness on demand’. Mistakenly, as it happens, for the internet
may be doing much to raise the currency performance, but too often it flatters
to deceive. Sites are sometimes not even as up-to-date as their hard-copy
equivalents, and when they are, their ‘date stamp’ is frequently either not very
prominent or missing altogether.

Yet, currency is popularly held to be a prominent attribute of internet-
based information. True, in the aforementioned survey of digital health plat-
forms and services in the UK (Nicholas et al., 2007a) few people cited cur-
rency as an advantage of the internet over other sources, but that because
their assumption must have been that digital information, almost by defini-
tion, was up to date; a dangerous assumption, of course. Nevertheless, people
did say that the ‘fact’ that it was up-to-date information was instrumental for
them in replacing other sources. Thus, for example, according to a company
director ‘books are too out of date relating to medical matters’. Similarly,
another respondent felt that ‘you will always be able to access the most up to
date information on the internet, whereas a library may not have it available’.
Information professionals have long taken it upon themselves to alert their
customers to the importance of evaluating websites not only on the basis of
content, but also on the basis of other key elements of digital literacy:
authority, access, design, currency and interactivity, to name only the most
important. Indeed, this is what Friedewald (2000) must have had in mind
when he urged medical practitioners to cultivate professional websites of their
own, because doing so could help them steer their patients towards current
and authoritative information on the internet.

Speed of delivery

Speed of delivery is all about getting information to people quickly — as
quickly as the need for it. Obviously, information should not go ‘off’ in transit
or transmission. This is ever-more true these days, when time is such a rare
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commodity. However, the centrality of this aspect of information need goes
beyond the unprecedented time constraints characterising life in the 21st
century. Clearly, we also seem to have set ourselves new standards for the
speed with which information is counted on to reach us. Hardly surprisingly,
of course, for the easy availability and effortless accessibility of the host of
resources, channels and facilities truly enable the transferring of information
from one end of the world to the other in a matter of seconds. Indeed, the host
of internet-based information services, with their live broadcast qualities, on
the one hand, and the omnipresent electronic information communication tools,
the e-mail, the fax and, more recently, even the mobile phone, on the other hand,
add up to a seemingly boundless capacity to satisfy every information appetite
on the spot. Inevitably, then, where speed of delivery is concerned, people’s
expectations are by now sky-high. Total access, as quickly as possible, appear
to be the present-day information seeker’s key information needs require-
ments. Nobody wants to wait; nobody wants to queue — even if they could.
We are all impatient and have zero tolerance for delay, as the CIBER studies
(Nicholas et al., 2003b; Nicholas et al., 2004b; Nicholas et al., 2005; Jamali et
al., 2005; Nicholas et al., 2006a) have shown time after time. Needs must be
fulfilled immediately and information needs are no exception. A computer
scientist, for example, admittedly of the ilk constantly preoccupied with ‘getting
there’ faster than his colleagues, thinks nothing of setting the standards of
speedy information delivery quite high when he says: ‘who has the patience to sit
and wait for an hour until a piece of information arrives?” Real-time informa-
tion, once the exclusive and treasured domain of the journalist/stockbroker, is
open to all and is now what everyone wants, it is the benchmark.

Indeed so: with IT-enabled increased speed of information delivery, a more
instant response is demanded of everyone; knee-jerk reactions become the
norm. Take the case of the stockbroker. Some 25 years ago human messen-
gers would bring price information from the Stock Exchange twice a day and
maybe this information would arrive 20 minutes late. On arrival of the prices
a frenetic period of activity would begin. This would subside after a while and
then the stockbrokers would prepare themselves (perhaps by reading) for the
next price announcements that came much later in the day. Now, though,
thanks to real-time online systems, they watch the prices change on the screen
in front of them, seconds after they have been posted. This goes on all day
long, there is no relief or quiet time; they watch the screens all the time.
Stockbrokers are not the only ones who work under such time pressure; rather
the contrary. Today’s working environments are characterised by the urgency
and immediacy with which tasks have to be done, which is of course the
reason why rapid information delivery is so highly prized — almost above
everything else. In newspapers, for instance, if information cannot be obtained
within half an hour or so, it simply will not be used. By the same token, a
physicist readily admits that he will give up on a worthwhile idea if he is too
short of time to do the information work involved: ‘I may very well have an
idea which necessitates that I go to the library. Now if I don’t have the time or
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if it’s too much trouble, it’s not that I’ll write the article without information,
but I may decide that I won'’t try to solve the problem at all’.

Thus, even academic researchers look forward to as swift a solution as
possible to their information needs, and it is not merely because they want to
avail themselves of what there is for the taking. Actually, obtaining informa-
tion quickly is a very real need of theirs, as a historian explains: ‘When you
are in the midst of this process of investigation and analysis, and you get to a
certain link which seems to be missing, you go to your information reser-
voir ... if you find your answer there, then you can continue with your work,
but if it’s not there, and you can only get what you need later on, you’re stuck
at the point you’ve reached until you do ... So the velocity of the information
flow is indeed immensely important for people engaged in intensive research
work’. Another academic, an expert on social welfare, went even further than
that. Contending that working under pressure is inherent to research work, he
believes that in consequence the speedy meeting of information needs is an
enduring prerequisite in academe: ‘Even when you already have a reputation
in your field, you still feel that you’re under pressure to publish quickly, and
therefore, you also feel under pressure to obtain information quickly ... First
of all, I think that in academe you’re socialised to work under pressure, so
when you no longer need to do so, youre already ‘infected’, so you keep
working in the same manner. When you work on something, you always want
it either validated or refuted so that you can get going, and this is not con-
tingent on your academic rank, it’s just how our work is. Also, when you’re in
the midst of developing something, you don’t want to defer gratification for
lack of information’.

If researchers’ perceived need for speedy access to information is the direct
consequence of their feeling compelled (for extrinsic or intrinsic reasons) to
produce and announce the results of their work quickly, it is particularly so in
the highly competitive disciplinary culture of the sciences. Indeed, their cir-
cumstances are not conducive to tranquillity in any aspect of work, inclusive
of its information-gathering component: ‘When somebody comes up with an
idea’, says the above-quoted physicist, ‘it may very well happen that simulta-
neously five others in the world come up with the same idea. You want the
idea to be chalked up to you, but if somebody precedes you, you can’t very
well say that you’ve done it too. If you look at it from this angle, there is a
definite need in my field to obtain information quickly’. So much so, in fact,
that according to Herman (2005), researchers’ ability to find the time necessary
to handle a certain quantity of information may occasionally even impact on
their choices of topics for investigation. Firstly, the rigorous dictates of the
‘publish or perish’ mentality in academe, coupled with the externally imposed
norms of gauging faculty productivity, enforce these days a brisk pace in every
scholarly field. In addition, though, in the sciences and the social sciences the
greater potential for profitable research findings, and the aforementioned
much greater danger of those revenue-generating discoveries being ‘scooped’
by somebody else prescribe a more intensive — occasionally frenetic — rate of
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activity. In result, scientists and social scientists, especially the young among
them, who still have to prove their abilities, are more inclined to weigh among
the pros and cons of a planned project the amount of information needed, as
it can have an impact on the time investment required.

No wonder, then, that many of the visitors to scholarly sites secem to be in a
great hurry: they ‘power browse’, skimming titles, contents pages and abstracts,
view only a few pages and do not stop long enough to do any real reading
(Nicholas et al., 2008b). Seekers of scholarly information are not alone in
manifesting this manner of behaviour, either. Indeed, the current interpretation
of how quickly is ‘quickly’ has clearly become much more stringent in the uni-
versally felt pressured atmosphere we all inhabit now. In these times of elec-
tronic access to information, ‘quickly’ seems to be no less than ‘immediately’;
not ‘in a few minutes’, not ‘soon’, but now! Plainly, it is not that we all have to
have our information needs met in real time, or with a high degree of urgency,
but that even people who do not need information that quickly are impressed
by rapid response — after all, it is another performance measure. It is synon-
ymous with efficiency and efficiency at all times and in all respects is one of
the hallmarks of life in our time-starved realities. Computer experts’ conduct
is perhaps the quintessence of this attitude, as one of them explains: ‘I strive
for efficiency; anything slow is inefficient and as such, irritating. My wife likes
to recount how in the cafeteria, where there is a choice of two soups, one chock-
full of vegetables and noodles, but more expensive, and the other watery and
unappetising, but cheap, computer people unfailingly opt for the low-priced
alternative, because it is the more cost-efficient choice. What about the plea-
sure factor? Well, for computer experts that doesn’t enter into it ... That’s
how we are, that’s the way things are in our field; we try for maximum effi-
ciency. We relentlessly struggle to improve our solutions ... constantly seek to
find ever-more efficient ways to solve the very same problem ... so anything
inefficient gets on our nerves, really offends our sensibilities’.

Unfortunately, traditional information services generally respond relatively
slowly, though perhaps not as slowly as they used to (a prompt information
service, according to librarians of the old school, was putting a book on the
shelf within three months or so of the request made for its acquisition). Still,
it was not so long ago that The British Library Document Supply Centre’s
inter-library loan performance of five-to-seven days from query to receipt of
document was being trumpeted as a success story. Given the standards we are
used to by now as to the speed with which information can be delivered to our
doorsteps, it becomes more understandable why information seekers grow-
ingly desert the physical library (Martell, 2008). Thus, even academics, whose
work is ostensibly done at a relatively leisurely pace, increasingly consider
taking even a short journey to the library building the least preferable option
for fulfilling their information needs, if an option at all, for ‘if I don’t have the
information on-line, I have to go to the elevator, wait a long time, go down to
the library, only to discover when I finally get there that somebody has just
checked out the item without which I'm unable to continue working. It can
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mean a waste of three, four, five days of work’. Indeed, none of the partici-
pants in the aforementioned focus group of practised and experienced aca-
demic researchers used libraries in any regular or strategic sense. ‘Libraries
are empty nowadays’, said one of them. Another volunteered that he had not
been in the place for three years and he said this with no sense of guilt. Many
researchers, especially scientific ones, really seem to have fled the library
(Nicholas et al., 2008b).

Yet, the regrettable fact remains that many information units still trundle
along in a rather unhurried fashion, ignoring the huge changes that have
occurred around them, which makes them look almost prehistoric by com-
parison. Thus Amazon’s ability to get a book to a user within a day has shone
the spotlight on the performance of most libraries in getting books to their
customers. No wonder, then, as Nicholas and his colleagues argue (Nicholas
et al., 2008b), that the consumer is moving closer to the publisher or dis-
tributor and away from the library as a provider of information. True, full-text
online services, electronic document delivery, the fax and, above all, the
internet have all come to the aid of the information centre to make for — in
theory, anyway — a much more responsive service. However, as Moss (2008)
contends, making a strong case for bringing the library back to its rightful
place at the forefront of the information chain, the technology-driven access
and service focus of the present-day library is hardly the way to go ahead, in
any case. Rather, he suggests, it is the time-honoured curatorial actions of the
library which should be emphasised, the selection/appraisal/privileging of
content for user communities. Quoting Levy (2001, 197), he thus calls for
reinstating the library as a warehouse of organised and ordered knowledge, a
move that, alone, can ensure that it fulfils its true role as a space for reflection
and contemplation: ‘For some of us, books and libraries symbolize some of
the very qualities and modes of being that are threatened in our fast-paced
instrumented lives. Books speak of time and depth and attention. They speak
of a slower rhythm of life ... Libraries are places not just where books can be
found, but where people can temporarily remove themselves from the speed
and busyness of life, where they can read and write and reflect’.

It is speed, speed and more speed that appear to be what most people want,
whether they wish to get from place to place or have their information needs
met. It is in cognisance of this fact that web designers and computer manu-
facturers continue to see the reduction of response times as their main goal.
There can be little doubt about it — everybody wants quick wins, pure and
simple. So much so, that, as Russell (2008) points out, speed is often preferred
to accuracy (or authority), which is why, according to Lippincott (2005), stu-
dents usually prefer the global searching of Google over the more sophisticated,
but more time-consuming, searching system provided by the library, where
they must make separate searches of the online catalogue and every database
of potential interest. In a similar vein, as the findings of a benchmarking
survey of e-book usage and perceptions in more than 120 UK universities
indicated, when searching (rather than browsing) was used as the means for
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locating e-book content, the most popular search, by a considerable margin, was
for the quick search (Nicholas et al., 2008c). Indeed, as Russell (2008) goes on
to say, website usability is not just about making sure that everything on the
site works and relatively easy to navigate and use; it looks at speed of use, as
well. Thus, when it was still common for sites to exhibit advanced technological
facilities that had the effect of slowing down page loading, visitors were more
likely to try their luck elsewhere. By the same token, those sites that offered a
range of search methods were preferred, for then users could find and select
the fastest method to suit them. Therefore, he concludes, where internet users
are concerned, registration or application needs to be as simple and quick as
possible, and any feature that speeds up the process is an advantage.

Finally, one last word about speed of delivery and its affect on currency.
The faster people can get information, the more current it is, and that drives
up their currency expectations further, with people wanting ever-more current
data. Thus, for example, news has a shorter and shorter shelf life. Should, say,
an abstracting service provide abstracts of news items months later, as some-
times is the case (British Education Index for instance), then its value as a
publicist of news information is severely circumscribed. Because of this it is
not wholly implausible to imagine a time when news will migrate totally from
hard-copy newspapers to newspaper websites, possibly reducing newspapers
to features magazines.

Place of publication/origin

The term ‘Global Village’, by now a rather worn-out cliché, nevertheless captures
particularly well the essence of the contemporary information scene: informa-
tion production, communication and use certainly seem to have moved into a
worldwide, borderless arena, unimpeded by technical barriers. Still, the place
or country from which some information hails may not be invariably incon-
sequential to its potential consumers, and not because of any racist, dis-
criminatory or derogatory attitude on their part. In ample proof of this point
suffice to remember that unless information seekers can understand the lan-
guage in which some material is written, it is of no use to them, especially
since the automatic translation services available on various websites are still
far from providing adequate conversions from one language to another. It is
in recognition of this that search engines routinely offer the opportunity to restrict
a search by language. The place or country of origin of some information can
thus be very significant; just how significant, is contingent largely on three
factors: (1) subject; (2) whether the user is a practitioner or academic; and (3)
language proficiency.

Subject

The profiles of internationalisation differ between fields: the subject matter of
some is truly international, whilst that of others is less so. In direct consequence,
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the importance accorded to the geographical origins of information is decidedly
discipline-specific. The social sciences transcend national boundaries much less
well than either the sciences or the humanities.

The sciences cross national frontiers readily by virtue of their universality (‘an
atom in New York is an atom in Moscow’, says Brittain, 1984, 11), as well as
their highly codified language. Therefore, academics studying say, cancer, or
salmonella poisoning, are likely to be interested in research emanating from
anywhere in the world. The humanities, too, ‘travel well’, concerned as they are
with unique topics that have universal relevance, such as an event, a person or
a work of art, literature, or music (Tibbo, 1994).

Not so, though, the social sciences, which, as Line (1973, 29-30) asserts,
are characterised by an inherent instability, the result of their concern with
human beings, and particularly their interactions with one another, whether
this interaction be social, political, or economic. Thus, he maintains,
however carefully a particular study or experiment is carried out, and however
valid the data that may come from it, a similar study of a different population —
in a different town or country, or at a different time — will almost certainly
give different results’. In addition, the lack of universally accepted methodol-
ogies and definitions, and the existence of uniquely national social institutions
(like the UK’s NHS, for instance) further contribute to the locality-specific
nature of social science information. All this adds up to an overall tendency
among seekers of scholarly information in the different fields of social science
to be much more parochial in their information needs and information
behaviour.

Not that this is always the case: some subjects in the social sciences — eco-
nomics and psychology, for instance, do have broad international horizons.
Still, in subjects like law and social welfare, communication is country-bound,
although the European Union is increasingly drawing even law out of its tra-
ditional insularity. In the case of social welfare the concerns are even more
local — at the regional rather than national level. Also, in the cases of some
social science and humanities subjects — history, political science and geography
come most immediately to mind — countries are frequently the subjects of
study and, in result, place of origin is of special importance to them. Thus, for
example, if you wished to study, say, the politics of Cyprus, then you would be
well advised to examine the publications emanating from that island.

However, even in fields characterised by world-spanning scholarly commu-
nication, users will place a higher priority on the literature of some countries
than others. Citation studies have long borne testimony to the fact that
international scholarly communication is not a two-way or reciprocal process;
rather, as Arunachalam and Singh (1992) point out, the actual distribution of
scholarly and scientific research among different nations is rather skewed.
Indeed, a small number of countries produce much of the mainstream research,
whilst a very large number of countries contribute very little to the generation
of knowledge. Naturally enough, the literature of the countries renowned
because of the quality and size of their research, most notably the USA, the
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UK, Switzerland, Sweden, Canada, the Netherlands, Denmark, Australia,
Finland and France, is universally held in high esteem, whilst the publications
of the developing countries, because of the poverty of theirs, is generally
ignored. Thus, for example, a professor of literature professes to a pronounced
partiality to information originating in the Western world (and sounds rather
apologetic about it, too): ‘In my field, there’s quite a lot of information coming
from India, and somehow I have this somewhat derogatory attitude toward it;
I keep expecting that it won’t be all that significant. I don’t know how justified I
am for thinking so; I can’t say I've read the piece and found it superficial, but
my expectation is not the same it would have been were the author from the
U.K. or the States or Holland. In fact, in India they have great English, we
don’t come near their level, and yet I have the feeling that whatever they write
in India can’t be serious. Part of it is the quality of the book: you see how
cheap it is, both the paper and the print, and on the spot your expectations
drop. It’s not right, there’s no justification to it, but that’s how it is. You see
something from Princeton or Oxford, and immediately think it is God knows
what, although that’s not always the case, not at all, but ... ’. In defence,
scholars point out that if someone from a Third World country had something
really worthwhile to say, he/she would say it in a Western journal, on account
of the recognition and prestige to be gained in so doing. True enough: in sci-
entific journals, no matter what the geographic origin of the publisher, the
authorship is likely to be international. Thus, it is mostly through interna-
tional conferences that academics (qualitatively) sample the non-Western litera-
ture, especially since, as a mathematician points out, ‘if a journal is published
in, say, a third-world country, there’s a good chance that you’ve never heard
of it and it will not be in the library either’.

True, as Russell (2001) observes, the shift to electronic scholarship could, at
least in principle, bring about a change in this state of affairs, seeing that
these days, researchers in developing countries can interact with their collea-
gues in any part of the world unhindered by geographical constraints. Also,
Open Access is clearly hugely beneficial to people in poorer countries, where
users cannot afford access to expensive journals (Nicholas et al., 2007e).
However, even if information poverty is no longer the barrier that it used to
be, academics from the periphery may still find it difficult to assume a more
central position in international scholarship, for it is still questionable to what
extent today’s information consumers are prepared to take note of possibly
valuable work done and published outside the Western world.

The problem does not seem to be a dearth of aptitude, knowledge or skills
on the level of the individual researcher. After all, international research col-
laboration is especially prevalent between scholars hailing from small or
developing countries and their colleagues in the wider academic world
(Thorsteinsdottir, 2000). The phenomenon of ‘brain drain’, the significantly
increased mobility of academics in the global knowledge society from low to
high knowledge intensity places also speaks against such a possibility (Meyer
et al., 2001). Yet, as Arunachalam (1999) contends, developing country
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scientists are not easily accepted into mainstream science: they can rarely get
their research published in well-known journals and, even when they do, their
work may not be quoted in subsequent work as often as papers published in
the same journal by scientists from the advanced countries. Thus, the genuine
inequities in opportunities, from less-developed infrastructures for electro-
nically mediated research, through a shortage of research funds, to inadequate
statutory and organisational environments both at the government and insti-
tutional level probably do not tell the whole story. Rather, as Russell (2001)
suggests, there are also social and cultural barriers that prevent academics
from the developing world taking their rightful place in the international
community of scholars, due to a measure of subjectivity in scientific evalua-
tions. Thus, until neither the objective conditions for the conduct of the sci-
entific work, nor the subjective perceptions of its quality measure up to
Western standards, the scholarship of the developing countries is bound to be
approached warily.

Having seen the impact of the country of origin on information production
and consumption, we need to probe deeper than that in order to see a more
finely-grained picture. Thus, taking the place of publication aspect of infor-
mation to its logical extreme, to the immediate work environment, it is
important to note that it is in-house information, that is, formal and informal
information produced within the organisation, which is the more valued.
Hardly surprisingly, of course: inside information is immediately relevant and
directly touches upon the individual. Indeed, internal information flows are
perceived as most critical and, in result, fellow workers seem to be the most
frequently utilised information sources for work purposes (Baldwin and Rice,
1997; Huotari and Wilson, 2001).

Practitionerlacademic divide

Academics, because they tend to be more interested in ideas, theories and
comparative approaches, adopt a more international approach to information
gathering than practitioners or, for that matter, amateurs; although, as it has
already been noted, with scholarly information having become available at
everybody’s desktop a much wider range of people have been drawn to its
products. Nevertheless, information seeking across national boundaries is
particularly typical of the scholarly enterprise (Nicholas et al., 2008b), and one
which has been gaining considerable momentum throughout the 20th century
and into the 21st. This, obviously, happened as part and parcel of general
globalisation trends, although policy initiatives on national and supranational
levels also contributed their share (Smeby and Trondal, 2005). In addition,
the increasingly widespread availability of information and communication
technologies not only enabled and underpinned the developments in this
direction, but further accelerated them, too.

Practitioners and consumers of general-interest material also feed off a
more international diet of information, though not necessarily intentionally or
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even knowingly. Thus, people may still obtain much of their foreign infor-
mation second-hand from the national news services, but the ever-increasing
popularity of the internet and the growth of satellite television have certainly
brought the world to almost everybody’s doorstep. Here again, the web has
had a major impact. The impact is not a straightforward one, though. By
making it much easier to get hold of information from any country on earth it
is promoting the use of ‘foreign’ material. However, because the vast majority
of information on the web is from the USA (although this is being challenged
now by the economic growth of China), use is even more concentrated.

In any case, the world is indeed getting smaller (hence the term ‘the Global
Village’). Even Americans, long held to be quite self-sufficient in their use of
information, take considerably more interest in the literatures of other coun-
tries. This is best illustrated by reference to two CIBER studies (Nicholas et
al., 2008b): one, of the British Library’s learning site for young scholars, the
other, of Intute, a Joint Information Systems Committee (JISC)-sponsored
scholarly gateway site. In both cases the UK audience was a minority one and
US scholars were the majority user group, as was the case with The Times five
years earlier (Nicholas et al., 2000). This might be explained by the perceived
high quality of UK education, which, gratifying as it may be, plainly has big
implications for decision-makers. After all, what will the tax payers say, in
this specific case in the UK, if they learn that government money is going to
help the Americans become better and more informed searchers?

It seems, then, that on the national level the advent of the Global Village may
not be wholly devoid of problems. Another instance of this is the ever-more
heavy slant of today’s globalisation-induced realities towards the so-called Anglo-
Saxon culture. Suffice to cite, in ample proof of this, Google’s initiative ‘to
organise the world’s information and make it universally accessible’, which, to
all intents and purposes, is tantamount to a universal library of mostly Anglo-
Saxon origins: a digital file of 15 million English-language books available on the
web. No wonder the president of the French National Library has launched a
counterattack, aimed at redressing the situation, which, he believes, will result
in an unbalanced treatment of the literature of other countries (Jeanneney, 2007).
Such a development, in its turn, will, as Gerald Grunberg, Senior Consultant
to the Project Bibliotheca Alexandrina argues, run counter to the need for
assembling and conserving the collective memory of a community or of a coun-
try, a need which has clearly become especially important now that globalisation
has become an all-pervasive fact of life (cited in: Moss, 2008).

Language proficiency

Another problem associated with the geographic origins of information is
what seems to be the most obvious of them all: the language barrier, which
may thwart the attempt to read the literature of another country. Linguistic
ability thus clearly enters into the question of whether information from for-
eign countries is consumed, although it seems that even when people can read
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literature written in another language, they are not highly motivated to do so.
Mindful of this, the European Union publishes all its significant papers in all
the languages of the Community. In any case, with the universal trends of glo-
balisation and internationalisation, English has truly become the Esperanto
of our times (only far more thriving than the original has ever been). Indeed,
the dominance of the English language in contemporary international com-
munication is indubitable, as Jorna (2002, 158) asserts: ‘English is the geo-
graphically most widespread language of the world ... [It] is the official
language of relatively affluent and influential countries in North America, the
British Isles and Australia, and has special status as a second language in over
70 countries ... Across the world there are about 350 million native speakers
and 250 to 350 million people who speak English as a second language ...
[although] if the most basic level of English is included, one might count up
to 1.5 billion English speakers ... Also, three of the most important interna-
tional organisations communicate primarily in English: the United Nations,
the World Bank, and the European Community’.

If rallying behind English as a de facto lingua franca of international discourse
is the way to overcome language barriers, then the web has certainly been instru-
mental in helping things along. Firstly, it is encouraging people of all lan-
guages to disseminate information in English to obtain the largest audience.
Indeed, well over 80% of websites are in English. Secondly, as has already been
noted, a number of search engines provide a translating facility.

In point of fact, the use of English as the one, commonly agreed-upon lan-
guage of dialogue between people from all over the world looks as if it is fast
becoming quite the norm. Academe is a prime example of a milieu where this
has actually happened. Indeed, by now proficiency in English is absolutely
vital for academics; so much so, that the above-quoted Isracli-based computer
scientist considers not having English a disability and his mathematician col-
league actually likens it to not being able to breathe! With good reason, too,
as another colleague of theirs explains: “The whole of the Western world these
days is centred on the U.S. and U.K ... When somebody publishes in his
native tongue, in local journals ... it is inevitably less of a contribution, just
like in our case with Hebrew ... What you really want is to present your work
to the international scientific community, to measure up to the standards set
by the scientific community, which today begins with publishing in English ...
If an author did not publish his work in English it’s probably not because he
hadn’t wanted to, but because his work was rejected’.

Yet, interestingly, at least in the ‘softer’ knowledge domains, academics con-
sider not having other languages detrimental to their work; perhaps not always
seriously damaging, but certainly disadvantageous (Herman, 2005). First of
all, as we have already seen, at least the social sciences are more insular in
their scholarly activities, in result of which considerable quantities of infor-
mation are published domestically and in the local language, too. Indeed, in
an interview with an academic researcher, whose multidisciplinary interests
frequently send him in pursuit of information in various fields of the social
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sciences, he greatly lamented the problem incurred by his linguistic limita-
tions: ‘I only know two languages, Hebrew and English, and it’s an obstacle
in my research, a real obstacle ... I'm very interested in Germany ... their con-
stitutional organisation, both from the legal and the political point of view is
probably the best achievable ... [However,] I don’t read German, and they hardly
ever translate themselves ... two, three, four, five publications in my field have
been translated, and they are the most important ones, but you can’t under-
stand a legal system without knowing the language ... To me my ignorance is
a great hindrance, I feel like an illiterate person, an ignoramus ... it’s a real
obstacle, because knowing English doesn’t always suffice’.

Further to that, researchers’ language preferences are not only information
availability-dictated, but need-driven. Indeed, as is more often than not the
case where scholarly information behaviour is concerned, needs inherent to
the nature of the research endeavour shape the requirements for information,
which, in result, tend to be very much discipline-specific. In fact, here again
the needs of researchers in the various disciplines along the ‘hard’ to ‘soft’
continuum seem to be associated with the previously noted differences in the
utilisation of information for generating new knowledge. Thus, at the ‘soft” end
of the continuum, where the primary evidence used is the product of a specific
place and time, shaped by the distinctive personality of its creator (Wiberley
and Jones, 1994), and where the new contribution to the corpus of knowledge
actually ‘happens’ in the research article, inheres in the way the scholar ana-
lyses, extracts and develops insights about the material (Bates, 1996), reading
the original-language publication can be absolutely crucial. For the social
scientists, with their aforementioned parochial information needs, it must be
even more so than for their humanities colleagues.

It is very different indeed at the ‘hard’ end of the continuum, where, as has
already been noted, the new discovery is reported in the research article, not
contained in it (Stoan, 1984, 1991). As researchers in the ‘harder’ knowledge
domains only need to learn the results of the progress made by their peers,
without attempting to get inside their thought processes, they can more easily
afford to save the time, effort and money costs of mastering any other lan-
guage, bar English. Anyhow, precisely because they only need to know ‘the
bottom line’ of new contributions to the corpus of knowledge in their fields,
they can put translations to very good use indeed. Thus, their need for infor-
mation exchange across linguistic barriers can be met these days via a host of
convenient translation journals at their disposal. Another possible solution are
the many English-language international state-of-the-art reviews in existence,
which, as we have already seen, may not be considered adequate substitutes
for reading the original publications, but can definitely help at a pinch.

Processing and packaging

These two aspects of an information need, concerned with the different ways
and formats in which the same ideas and data can be represented and
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presented to potential users, are intertwined and overlapping to such an
extent that they are best treated together. Indeed, the vast literature of recent
years on the subject rarely separates the two. Vast literature it is, too, for the
processing and packaging of information have been the focus of untold stu-
dies, articles and books ever since the first attempts to harness novel electro-
nic technologies to information management wrought irrevocable changes to
our information environments. Unavoidably so, of course: with information
figuring higher and higher on our inventories of ‘bare necessities’, its proces-
sing and packaging could not but come to the fore; after all, the way a piece
of information is geared up for consumption is a crucial factor in its accessi-
bility and usability, although with so much talk centring on the mechanisms
of information use and management, it does look from time to time as if it is
the tail wagging the dog ... In any case, let us take a closer look at this two-
pronged characteristic of an information need.

Processing refers to the different ways that can be utilised to convey the
very same information. Thus, for the same topic a researcher might want raw
data with as little manipulation and interpretation as possible (unprocessed
data), whereas a practitioner or somebody from outside the field might want
the bare bones of data, with really only the significance of the information being
spelt out (highly processed data). In fact, and this happens all the time, a single
scientific discovery, social survey, government inquiry can be processed for a
whole range of audiences and purposes. Take a piece of research undertaken
on the effect of increased lighting on crime in a housing estate in East London.
The work was originally published as a Home Office research report. As a
research report it was typically densely and closely argued, full of data,
descriptions of research methods and statistical appendices and, as a matter
of fact, only accessible to other researchers. However, the topic itself was of
interest to a much wider audience. Consequently, it was then condensed and
fashioned for an article in a professional journal and, after that, it was picked
up by the newspapers before, finally, being featured as a one-minute item on
the local television news. At every stage in this chain detail was removed,
interpretation featured more strongly and the information content was reduced.
Thus, at each stage of processing the information was further compacted and
simplified, resulting in a progressive reduction in the quantity, as well as a
lowering of the intellectual level of the information. Processing does indeed
often aim at achieving both these aims, although this need not be so, for
condensation may not involve simplification and vice versa.

The reason processing, nevertheless, frequently does end up doing both is
because it is quite typically all about popularisation. The newspapers, the
radio, the TV and the internet are all purveyors of heavily processed infor-
mation. Indeed, specialist correspondents spend a good deal of their time
simplifying, popularising and explaining government reports, research studies
and major surveys — and they are generally very good at this, making all
kinds of difficult topics accessible to the uninitiated. By the same token, pro-
fessionally written book reviews — together with the ‘blurbs’ — provide those
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concise summaries that, allegedly, are often the only part of a book that is
ever read. Unfortunately, some of these popular reports can be so highly pro-
cessed that they probably pass through the system without ever being absorbed
by the brain. So, maybe the process can be taken too far?

There are, of course, other forms of presenting highly processed information,
and not necessarily at a popular level, either. These include, most notably,
abstracts, state-of-the-art reviews, executive summaries and interpretations.
The best-known among them (and probably the one dearest to the informa-
tion professionals’ heart) is the abstract. Still, it has been long held that with
the exception of academics, users do not much like the abstract, short and
pithy as it is, possibly because, in many cases, abstracting results in too much
loss of information. Even students did not use them, we were told (Keene,
2004). Thus, it was somewhat unexpected to find in a CIBER study of an e-
journal database (Blackwell Synergy), reported in Nicholas et al. (2005), that
undergraduates were the biggest users of abstracts (by a 5% margin over all
other groups), and the population surveyed were all subscribers, so it cannot
be simply put down to poorer access to full-text versions!

Perhaps more predictably, the abstract has remained popular among aca-
demics in the digital scholarly environment, too, as findings of the Virtual
Scholar Research Programme clearly demonstrate (Nicholas et al., 2007d).
Still, it is more of a surprise to see just how popular abstracts are, which is all
the more interesting in today’s information environment, rich as it is in full-
text documents. The popularity of abstracts stems in part from technical rea-
sons: search engines and gateways tend to point seekers of information to
abstracts in the first instance and, obviously, viewing the abstract, typically
free for all users, is the only option for the non-subscribers or the ‘disen-
franchised’. Also, as Pinto and Lancaster (1999) point out, abstracts may still
be most advantageous for retrieval purposes, because the searching of full text
will frequently cause an unacceptable level of irrelevancy.

However, there seems to be much more to it: abstracts are very important
indeed in helping scholars deal with the information flood. First of all,
abstracts allow for determining fairly quickly whether an article is of interest
and of the appropriate quality and level, as one researcher explains: “When 1
scan the literature, I do a very quick screen on the titles first. For the rare
articles (from many journals) that make that cut, I then read through the
abstracts to see if I wish to read more. I then pull down the full article only
for a select few’. Further to that, present-day academics, working under unpre-
cedented time pressures, may use the abstract as a substitute for the article
itself: ‘In some cases the abstract even provides me enough information and I
don’t need to read the full paper. Given the amount of papers published, good
scientists only rarely can afford reading a full paper’. Apparently, at times the
abstract is quite sufficient to fulfil an information need, as, for example, in the
case of setting out to learn of new developments in one’s field. True, this is
very much field-dependent: as it has already been noted, at the ‘hard’ end of
the continuum of disciplines, where the new discovery is reported in the
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research article, not contained in it (Stoan, 1984, 1991), it is probably fairly
clear from the abstract how the results or conclusions of a paper fit with one’s
own research programme. However, at the ‘soft’ end, where the new contribution
to the corpus of knowledge actually ‘happens’ in the research article, inheres
in the way the scholar analyses, extracts and develops insights about the mate-
rial (Bates, 1996), achieving the same end may often necessitate reading (or
more likely skimming) the whole paper. Indeed, the conclusions of Nicholas
et al. (2009) in their Research Information Network (RIN)-funded investiga-
tion of the impact of scholarly e-journals on the UK research community
underscore this suggestion. The evaluation of the usage logs of the Oxford
Journals in regard to use by 10 major UK research institutions and three
representative subjects (Life Sciences, Economics and History) indicated that
despite the fact that a good proportion of History journals had abstracts, very
few historians viewed an abstract during their visit. Three times as many Life
Science and Economics sessions viewed an abstract.

In any case, using the abstracts in lieu of reading the article in its entirety
fits in very well with the ‘power browsing’ form of information behaviour,
which, as it has repeatedly been noted, is endemic in the digital environment.
Today’s information consumers Hoover through titles, contents pages and
abstracts at a huge rate of knots to help them stride across the digital infor-
mation universe. They feed for information horizontally rather than vertically,
looking for ‘bite-size’ information chunks and, in result, seldom delve deeply
into a website or even return to it. It is not difficult to see how abstracts are
suited to this style of behaviour; in fact, they may even encourage it: after all,
abstracts and contents pages are made for that, they are the motorways by
which users drive through content.

Another way to process information in order to make it more palatable is
in the form of a review article. Such subject-specific synopses of the recent
major research advances made ideally add up to a coherent view of the ‘state
of the art’ in a given knowledge area. When such a review article bears the
signature of an influential scholar, which, in point of fact, it often does, for
the authority figures in the various knowledge areas frequently function as
gatekeepers, the information to be found therein is greatly enhanced by the
expert interpretation of its compiler. Therefore, review articles understandably
carry a lot of weight. Actually, the mere inclusion of a work in a review arti-
cle serves as warranty of its excellence. Indeed, this highly processed form of
scholarly information can serve as a great starting point for people who want
to master the up-to-date basics of a topic.

Carrying the notion of the subject-specific synopsis of the knowledge attained
on a topic to its very extreme, managerial information is often condensed into
one page listing bullet points. With very little time to spend on any one problem
from among the many awaiting their attention, senior management and busy
professionals generally have support staff to provide them with the highly pro-
cessed information they require: brief and focused pointers on possible solutions
and actions, as well as warnings concerning the obstacles that may crop up.
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Proceeding to the second component in the processing and packaging
aspect of an information need, we now come to the external presentation or
physical form of the information — the form in which it is stored and com-
municated. However, first, a word on the relationship between processing and
packaging. It is, obviously, a very close one, because certain information
packages are designed for the storage and dissemination of specific levels of
processed data. Thus, dissertations and theses are packages that convey a
good deal of data and detail, as do research reports and statistical series.
Almost inevitably then, there is a limited audience for these information
packages. Conversely, the internet, newspapers, television and leaflets — all
purveyors of highly processed information — have vast and popular audiences.
Of course, it is not always as simple as that, for theses have abstracts and
broadsheet newspapers have their heavy articles, and it is almost impossible to
typecast books.

However, it is not the level of processing alone that attracts users to various
forms of information package. There is a lot more to it than that, for, as we
have already seen, some packages are more current than others (the web,
news wires); some are far more exclusive (oral sources); some demand much
less of the individual in digesting their messages (television); some are simply
more ‘in’, and as such, have much greater appeal (mobile phones); others are
very accessible (newspapers); and some are just plainly more familiar (books).
The personality of the individual comes into it too — for instance, there are
those who are more comfortable with oral sources, say, with having something
explained to them, as opposed to fans of reading, who need to absorb infor-
mation through their eyes.

In the same vein, the purpose for which information is sought can have
quite some effect on the packaging required. That is, people quite consistently
match the information task they are facing with the appropriate source. Fac-
tual information may be obtained easily enough via written sources, whether
computer-mediated or hard copy, but when the need is for information that
conveys complex ideas and thoughts, it is best attained via face-to-face inter-
action with human experts. The following account of an academic amply
illustrates the point: ‘If you write an article with a colleague, first you have to
solve the problem you’re working on ... Now ... this solution finding usually
involves a face-to-face encounter, since you have to explain yourself, you have
to use abstract arguments; it’s not entirely trivial getting all that across to
somebody, so it has got to be done verbally, it is truly essential to do it face-
to-face’. Indeed, people unanimously appreciate the need for face-to-face
communication for some purposes, as a historian contends: ‘There’s no sub-
stitute for the human touch, no substitute whatsoever ... The electronic devi-
ces can help to decrease the need for human touch, but they are no substitute
for it ... After all, you wouldn’t consider e-mailing your kids or even talking
to them over the phone the equivalent of hugging them ... You can’t join
forces with somebody you don’t know, haven’t met, haven’t had coffee with’.
No wonder, then, that the aforementioned survey of the use and impact of
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key digital health platforms and services in the UK (Nicholas et al., 2007a)
found that where information was needed for solving medical problems, which,
of course, often necessitates some give and take of possibly sensitive and/or
vital information, the two most important sources were a person’s own doctor
and the practice nurse. Similarly, Garvey et al. (1974), pointing out the intra-
individual variations in scholarly information use, came to the conclusion that
journals may be the most useful for providing information needed to place a
scientist’s work in proper context and to integrate his or her findings into
current scientific knowledge, but informal channels, such as local colleagues
were essential as sources of ideas, opinions and creative solutions to technical
problems.

It seems then that a person’s preference for a certain package is likely to be
a result of an amalgamation of factors. Indeed, different user populations con-
sistently want their information presented in specific packages, often to the
exclusion of others. Thus, scientists have a love affair with journals and huma-
nities researchers with monographs, students cannot get enough of the web,
newspaper cuttings similarly smite journalists, and community workers revel
in grey literature. It goes without saying, then, that information consumers
are very much inclined to opt for the forms in which they regularly communicate,
the forms to which they are accustomed. This is, of course, such a well-known
phenomenon that people rarely stop to consider that it can lead to tunnel vision,
as the media correspondent of the Evening Standard points out: ‘We [journal-
ists] do not know enough about the world. We rely too much on other news-
papers [for information] ... * (Glover, 1994). Not that anybody seems to be
overly bothered about the possibility; people happily remain tradition-bound
where the packaging of their information is concerned.

Still, nothing is set in concrete, as the massive uptake of electronic packa-
ging of information amply proves. To be sure, the foundation-laying years of
the digital revolution passed to the tune of heartfelt laments regarding ‘the
sluggishness of human nature and its superstitious cleavage to old habits’
(Harnad, 1999). Yet, with all that not so long ago IT-based sources and ser-
vices were a huge novelty for everybody, now we all seem to have joined the
vast ranks of consumers of digital information. Generally speaking, today’s
information users seem to be quite at peace with the novel technologies,
although some are undoubtedly more enthusiastic about it all than others. A
philosopher’s earnest diatribe against electronic texts, which, he says, ‘lack the
vitality of the printed word just the same as the canned music accompanying
your purchase of a pair of underpants lacks the vitality of a live concert’,
undoubtedly attests to the soft spot many people still have for the erudite
tradition of the book and the library. His colleague, a professor of literature,
who readily admits to being a ‘dinosaur’ of sorts where anything electronic is
concerned (‘I have finally mastered the art of searching the computerised
catalogue, but it has taken me fifteen years’, he says), blames the ephemeral
qualities of IT-based sources for his lingering wariness of them: ‘There’s a
transient feeling about it all; when you hold in your hand a piece of paper, it
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has presence ... however, when you encounter the information on the com-
puter screen, it is not only that your eyes and your brain are not accustomed
to it, but it is also somehow of a temporary, insubstantial nature ... When you
find your information in a book, it’s something tangible, standing on a shelf,
but if it’s on the Internet, today it’s here, tomorrow it’s gone, so how can you
trust it? However, most people seem to be of a rather more pragmatic mindset:
the often reserved, sometimes outright reluctant attitude towards electronic
information, so frequently encountered in the past, has now mostly been
replaced by the matter-of-fact approach usually reserved for the rudimentary
conditions and routine practices of life and living.

Interestingly, though, whether a specific electronic information form or
practice is adopted at all, and if it is, to what extent and how fast, may vary
greatly among different populations. Originally, it was widely held that all
people would eventually flock as one to all of the promising-looking solutions
to the need for information. After all, the novel technologies did afford easy
and quick access to more and better information! Indeed, or so the reasoning
went, it was only a matter of time before all information seekers would ‘see
the light’, perhaps simply a matter of waiting for children, who were born into
the realities of a digital world, to grow up. The technologising force sweeping
over society was bound to culminate in an ultimate, unreserved conversion to
a wholly electronic way of life; it was an inescapable imperative, even, and
information work was no exception. Arguing strongly against this technolo-
gical determinism, subsequent thinking, taking into consideration the many
idiosyncratic factors governing the needs of different populations, posited that
as all technological changes are weighed against a normative order, new
technologies are either not adopted by some groups of people, or modified to
fit in with the existing social structure of these groups.

A prime example, amply proving the validity of this way of reasoning, is
the integration of electronic media into academic work. Many of the studies
into the impact of IT-based resources on scholarly work practices (see, for
example, Bruce, 1998; Erens, 1996; Lazinger et al., 1997; Liebscher et al., 1997;
Pullinger, 1999; Starkweather and Wallin, 1999) proceed from the notion that
the move to electronic scholarship is indeed just a matter of time across all
disciplines. Proponents of this view, as Kling and McKim (2000) explicate,
typically conceptualise their vision in either one of two ways. Those who focus
on the technical features of the various media maintain that all the novel elec-
tronic channels are essentially equally valuable in all disciplines; they all are
said to reduce the costs of communication, expand the range of people and
locations from which materials are accessible, and generally speed commu-
nications. As scholars in all scientific fields work with data, and communicate
both formally and informally with other scholars, all of the electronic media
should be adopted and used fairly uniformly. Others of the same mindset employ
an evolutionary approach: since various fields, through somewhat random
experimentation, have developed a series of electronic communication forums,
soon we should expect scholars of all fields to adapt these successful discoveries



Template: Royal A, Font: ,

Date: 02/09/2009; 3B2 version: 9.1.470/W Unicode (Jun 2 2008) (APS_OT)
Dir: P:/eProduction/WIP/9781857434873/dtp/9781857434873.3d

A framework for evaluating information needs 105

to enhance their communications. Thus, it is simply a matter of time — perhaps
simply a matter of waiting for today’s internet-savvy students to become work-
ing scientists — before academics of various fields will catch up with those
among their colleagues who are already on the leading edge of an inexorable
trend. True, so the logic of such analyses goes, first some basic problems need
to be resolved, from lack of access, lack of awareness to the existence of elec-
tronic sources, lack of computer skills, lack of user friendliness of some IT-
based systems, to the especially knotty issue of academics’ conservative attitudes.
Also, humanists, popularly assumed to be technophobes, might take longer
before they, too, are persuaded that it is ‘good for them’. Still, for those pro-
ceeding from this standpoint there seems to be little doubt as to the final
outcome: all are bound to realise sooner or later that the advantages of electro-
nic information work (ease, speed, convenience, etc.) are well-worth the effort
of converting to IT-based practices.

However, other experts studying the phenomenon put forward an alter-
native scenario, maintaining that it is more likely that we will see field-specific
or even sub-field-specific variations in the adoption of electronic research
work practices (Covi, 1999; Covi, 2000; Fry, 2004; Kling and Covi, 1997; Kling
and McKim, 2000; Mahe, 2003; Mahe et al., 2000; Talja and Maula, 2003;
Walsh and Bayma, 1996). They suggest that it is the idiosyncratic nature of
the scholarly undertaking in the different knowledge domains which deter-
mines the extent to which electronic resources are utilised and the rate of their
adoption, remonstrating that the move to novel information work practices is
not just a matter of time. Thus, the shaping of technology is highly specific to
and emerges in reaction to the dynamic needs of particular communities.
Therefore, as Kling and McKim (2000) maintain, field differences in the
willingness to convert to electronic scholarship stem from the social practices
that support trustworthy communications in each field. Take, for example, the
much-debated uptake of e-print repositories. In some fields productive scholars
are more aware of the work of their fellow researchers than in others. If the
ongoing work is thus relatively transparent, the risks associated with sharing
reports prior to their formal publications are fewer, and the willingness to base
the scholarly communication on e-prints will be correspondingly higher.

Having thus looked in some detail at the specific point of electronic packa-
ging of information, we now return to another of the more general aspects of
the topic of our discussion here, focusing this time on the information pro-
fessional’s point of view. Plainly, information professionals, most notably
librarians, are very well acquainted with this characteristic of need: after
all, they do spend a good deal of their time organising and storing the
physical embodiment of information — hard-copy and digital. So much so,
that they are probably guilty of giving the processing and packaging aspect of
an information need too much prominence. All too often it is a package and
not the information that is given in answer to a question, an attitude that
might explain why librarians tend to present to their clients the electronic
version of some material, even when the hard-copy alternative is available
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and, if it were only given some consideration, more fitting to the enquirer’s
circumstances.

In addition, librarians seem to show marked bias towards some packages,
in result of which the traditional library is full of books and journals. News-
papers, leaflets, CDs, unpublished information and personal contacts are
generally neglected, even when they would appear to be more appropriate in
dealing with an enquiry. However, in the case of the academic librarian, the
manifest disregard for some sources could be a case of responding to the wishes
of their users. As it has already been noted, scholars may hold their collea-
gues to be excellent sources for news about pertinent work underway and for
detailed information about apparatus and procedures, but they certainly
would rather not rely on them for obtaining the knowledge base accumulated
on a subject (Herman, 2005). Thus, they have a preference for authoritative,
published sources — sources that in turn can be cited as acceptable evidence (e.g.
Einstein wrote ranks ahead of Einstein said).

Information professionals’ many practical concerns with form tend to result
in their building information systems for certain publication packages — and
so fragment and complicate the search for information. Thus the online
public access catalogue (OPAC) in most of our college libraries provide access
to content to be found in books only (something of which students are often
totally unaware). The periodicals — often a far more suitable and certainly a
much more expensive resource — are largely left to a scattered and mis-
matched set of abstracting/indexing services. No wonder ‘Google Scholar’
enjoys the degree of popularity it does — it offers a rather more convenient,
one-stop option for the retrieval of scholarly literature: ‘from one place, you
can search across many disciplines and sources: peer-reviewed papers, theses,
books, abstracts and articles, from academic publishers, professional societies,
preprint repositories, universities and other scholarly organizations’. This is,
of course, much more in line with our expectations these days: as Feath-
erstone and Venn (2006) point out, thanks to the internet we can now think
beyond the desktop covered with piles of opened books, journals and photo-
copies. Our resource base is now the screen with its own virtual desktop, on
which we are offered new layout and graphics for text along with images,
pop-ups and video-clips, as well as mobility between sites and, perhaps most
importantly, the possibility of to-ing and fro-ing between the two modalities.
Undoubtedly, there is a lesson here for information professionals, which
should send them scurrying to rethink the still prevalent ghettoisation of
information packages. The recent efforts made towards the implementation of
federated searching at university libraries certainly represent a step in the
right direction.

This is all the more important for, as Williams and Rowlands (CIBER,
2008, I, 22-3) find in their examination of the literature on the myths sur-
rounding the digital information behaviour of the ‘Google Generation’, the
prevalent belief that today’s young people are format agnostic and have little
interest in the containers that provide the context and wrapping for
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information, is yet to be proven and grounded in reality. Rather, they con-
tend, future developments may turn out to be quite different: presentation will
still be important, for it is expected in an online environment, in which the
technology offers potentially more diverse and interesting styles of content
presentation. Thus, ¢ ... the idea, often referred to in the online news context
as shovelware, of migrating offline content online in a form as close as possi-
ble to its original offline design will not generally work. The online world
promises more and must deliver to be successful’.

With this we conclude our review of the 11 characteristics of information
need and the holistic approach to information needs analysis it represents. We
hope that the implications from all this are crystal clear by now: only if most,
preferably all relevant aspects of a need situation are considered, be it on the
collective or on the individual level, can the call for effective information
provision be appropriately met. However, for attaining a full understanding of
an information need, it is also important that we look at the host of factors
that may come into play when people set out to look for data in response to a
problem perceived as calling for additional information.
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The determinants of information needs
and practices

Where information needs and practices are concerned, the rather worn-out
cliché¢ ‘not everyone is the same’ assumes new proportions, for the huge
population of today’s digital consumers demonstrates truly massive diversity.
Indeed, CIBER’s research programmes have all found substantial differences
between consumers and their information-seeking activities in cyberspace
(Nicholas et al., 2006a; Nicholas et al., 2007a; Nicholas et al., 2008b; Nicholas
et al., 2008c¢; Nicholas et al., 2008e). Students do not behave like staff, women
do not behave like men, chemists do not behave like historians and Germans
do not behave like Italians, even when using exactly the same resource.
Unfortunately, the availability of large amounts of usage data generated by
the logs of digital libraries and resource discovery tools has made it all too
easy for LIS researchers to come up with seemingly universal trends and
patterns of information behaviour. After all, we are talking here of many
hundreds of millions of people, for we are all ardent seekers and users of
information. Inevitably, then, the population we are looking at is bound to be
anything but a homogenous body. Generalising on the back of data coming
from such a varied population can prove to be very misleading, not to say
meaningless, even outright dangerous. Can you really clump together in an
analysis, say, Nobel Prize winners with first year undergraduate students and
get anything meaningful?

Obviously not, especially given that whether or not people actually get
down to gathering data in response to a problem perceived as calling for
additional information, and the ways and means they choose for the purpose
when they do, are contingent on an amalgam of factors. Indeed, in each and
every information-need situation, the idiosyncratic cognitive and emotional/
affective attributes of the person concerned combine with his/her individual
perceptions of the dictates of the specific circumstances on hand to form a
unique problem recognition and resolution process. The most prominent
among the host of factors, which may thus come into play in an information-
need situation, are related to: (1) work-roles and tasks; (2) personality traits;
(3) gender; (4) age; (5) country of origin and cultural background; (6) infor-
mation availability and accessibility; (7) information appetite and threshold;
(8) time availability; (9) resources availability and costs.
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Work-roles and tasks

As Huvila (2008) points out, basing his assertion on the mainstream research
on the subject, work-roles and professional tasks have long been considered
almost a standard framework for information seeking and information
retrieval. Quite predictably, of course, for, as he states, work comprises a host
of tightly interlinked human activities with explicitly or implicitly understood
purposes, meanings and values, where individual tasks link together to form
larger tasks, work flows, processes and, finally, the complete fabric of a
human life-world. Indeed, people often find themselves in need of information
as they tackle the vast variety of their work-role dictated goals, although the
centrality of information does vary considerably for different occupations.

First of all, some jobs are simply more information demanding than others;
journalism is an example of a very information-hungry profession. Second,
the penalties that result from acting in the absence of information are greater
in certain lines of work than in others. In fields like medicine, the con-
sequences of acting without the benefit of the best information can indeed be
grave, and in law and finance it could be incredibly costly. In research science,
too, ignorance of the latest developments in a given field can lead to serious
problems, perhaps not life-threatening ones, though that might happen too,
but at least of the kind liable to slow down progress as well as to waste time,
money and energy. Luckily, the very open, peer-evaluated information com-
munication system of academe makes it somewhat easier to spot that a
researcher has not kept up to date. A psycho-oncologist, for instance, said that
more than once she had been ‘called to order’ by colleagues who remarked on
her neglecting to cite a new article of relevance to her work ‘despite it’s having
been out for as much as three months’.

In any case, today’s rushed workers, being the efficient managers of time
that they now have to be, seem to have mastered the art of juggling the effort
needed for obtaining information with the penalties that may result from
doing without it. Not that this strategy is a novel one; rather the contrary — it
is all too familiar for any parent or teacher, for we are talking here of a tactic
dear to the heart of students when they have to face up to their academic
information needs (Leckie, 1996; Fister, 1992). Plainly students operate in an
especially tightly regulated information environment, controlled as it is by
their tutors, who give them lists of readings or websites in an attempt to make
sure that they familiarise themselves with the topic being taught. This, you
would think, should guarantee a certain measure of success, should it not?
However, despite being told that the more reading they do, the better their
grade will be, students frequently fail to read enough. They have made a
trade-off between effort and risk, which must be reasonably well thought-out,
because most succeed in their studies. Still, when students are asked to read in
order to give a seminar presentation, they will — the penalties for ignorance
now outweigh the expenditure of effort involved. Interestingly, this form of
behaviour, which has long been associated mostly with young people, seems
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to have become the norm for everyone these days. Perhaps inevitably, for, as
Williams et al. (2008) note, all in all the information behaviour of today’s
youngsters is basically no different from that of their elders.

The extent to which this ‘cost-effective’ approach to information needs is
prevalent amongst today’s information consumers can be demonstrated by
the specific example of the academic community’s differential utilisation of
internet-based repositories of research results. Gaining access to the most recent
research findings has been a prime concern of academics from time immemorial.
In fact, as Kling and Covi (1997) observe, if scholars at times dismiss the value
of journals for communicating the results of their investigations, it is because
the publishing delays of one-to-three years between the time that an article is
accepted and it appears in print render them purveyors of ‘old news’. No wonder,
then, that in many specialties, but in particular in the fast-moving fields, there
is a clearly discernible preprint culture, which in the past amounted to no
more than ° ... a fairly large scale, semi-private circulation of photocopies of
papers in typescript before they appear in orthodox journal form ... > (Becher,
1989, 80). These days, though, there is a much more opportune and con-
venient solution to the problem: e-print repositories, either discipline-focused
and field-wide, of which the most visible is Ginsparg’s ArXiv.org, or institution-
ally organised, for example, the website of BRIE — the Berkeley Roundtable
on the International Economy (Kling et al., 2002; Kling, 2004).

The advantages of these electronic e-print systems are, of course, indis-
putable: rapid and inexpensive dissemination of research results to a broad
audience, greater visibility among fellow academics, which is said to bring
about greater research impact, speedy input from peers from all over the world,
and enhanced features of communication, such as the inclusion of large data
sets in research reports (Garner et al., 2001; Gorman, 2001; Harnad, 2003).
True, authors cite a host of obstacles (excuses?) which prevent the massive
migration to unrefereed publishing on the web, from fear that publishing an
e-print will preclude later publication in a peer-reviewed journal, thereby jeo-
pardising their prospects for promotions and grants, to wariness of exposing
raw, unvetted work to the research community at large (Garner et al., 2001;
Harnad, 2006; Kling, 2004; Nicholas et al., 2006b). However, there is really
just one major point of contention concerning the dissemination of research
results as e-prints posted on the internet: the scholarly value of the information
to be had. After all, anyone can post research to electronic servers, which,
unlike most scholarly journals, disseminate information without pre-publication,
peer-review contingent selection. Lucky (2000, 263) voices the concern felt by
many academics with regard to the lack of rigorous expert review of the
information posted in e-print repositories when he says that in a world
increasingly filled with questionable and irrelevant material, the guidance of
peers regarding what is genuinely worth their time to read and examine has
become more critical than ever.

Yet, if academics, quite understandably, do not as one flock to this pro-
mising-looking solution to the communication of the very latest research
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information, some nevertheless most definitely do; in fact, there are clearly
discernible field-specific or even sub-field-specific variations in the adoption of
e-print-based information dissemination systems (Cronin, 2000; Hurd, 2000;
Kling, 2004; Kling and McKim, 2000). Apparently, researchers weigh up the
realities of the scholarly enterprise in their particular specialisations and bal-
ance the advantages of having the information immediately available against
the disadvantages of using unvetted material. Hence the differential approa-
ches to the information opportunities offered by e-print repositories: their
widespread adoption seems to be reserved to those fields where a reliance on
unrefereed work is almost unavoidable, since the scientific investigations,
clustering as they do around the comparatively few salient topics at the fore-
front of the developments, dictate a truly hurried pace of developments (Gorman,
2001; Hurd, 2000). According to Kling and McKim (2000), the divide is,
therefore, between fields where researchers share unrefereed articles freely
(‘open flow fields’) and those where peer review creates a kind of chastity belt
(‘restricted flow fields’). Thus, where these electronic forums suit the practices
of a field, they are embraced; otherwise, they are shunned (Cronin, 2000;
Kling and McKim, 2000).

Having seen how the very nature of a person’s line of work can directly
mould the meeting of his or her information needs, we now come to other
work-related factors that may also come into play, among which experience in
the job is certainly one of the first to come to mind. Obviously, the more
experienced people are, the more knowledge they will have picked up in result
and the less need they will have to go chasing it, although, as we have already
seen, change, so characteristic of our fast-paced world, often brings about the
rapid obsolescence of information. Thus, new discoveries, new technologies,
political and economic factors, and legislation can render valueless — at times
even dangerous — anything we hold to be true, which is the reason why people
constantly need to supplement their individual base of expert knowledge by
new information. Still, even when they do, the experienced among them are
bound to set about locating new material and putting it to good use more
competently. This, as Klahr and Simon (2001) point out, because an impor-
tant method underlying all human problem-solving processes is that of ana-
logy, which attempts to map a new problem onto one previously encountered,
so that the new problem can be solved by a known procedure. Therefore,
people in possession of an extensive portfolio of methods, techniques and
knowledge pertaining to their professional domain can more easily recognise
the best fit between a given problem and the possible alternatives for its
solution.

Indeed, Herman’s (2005) study of the information needs and information
behaviour of university-based researchers lends support to the notion that
experience does matter, precisely because of the reason just cited. Take just
one example: that of the viewpoint aspect of scholars’ information needs. As
it has already been noted, in the social sciences and the humanities, where
diverse interpretations of facts and data are possible and expected, detecting
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treatment of a subject from a particular viewpoint or perspective, not to mention
any biased or one-sided approach, is considered by the majority of scholars a
rather undemanding task. This, because academic researchers develop such a
close familiarity with the literature of their areas of interest that they easily
recognise the point of departure of the information under consideration: their
pre-existing knowledge of their fields enables them to match the features of
the source they are examining with those long known to represent various
schools of thought, viewpoints, approaches and perspectives. However, con-
siderably more of the seasoned researchers, whatever their disciplinary affiliation,
find this task of critically assessing information sources easy, in all probability
because with the passing of the years they grow to be more knowledgeable in
their chosen fields and, at the same time, more practised in research work. By
the same token, the veteran researchers are also far more inclined to seek out
information presented from a certain point of view than their novice coun-
terparts. Again, the reason seems to be the very same: as they get more and more
experienced in research work, academics are bound to feel more confident that
they would be able to determine whether some one-sided or biased informa-
tion source represents a scientifically legitimate appreciation of the problem
being considered.

Another work-related factor that may have an impact on a person’s infor-
mation needs and practices is seniority. First of all, senior people are simply
more likely to have better resources at their disposal for acquiring and main-
taining the personal information infrastructure appropriate to their needs.
Thus, for example, CIBER’s investigation into the information-seeking beha-
viour of hundreds of thousands of virtual scholars has shown that students
demonstrate a much greater tendency to read online than staff, something
which is partly to do with personal and generational preference, but also with
the print charges students are faced with in many institutions (Nicholas et al.,
2008b). However, people holding senior posts do not often enjoy at first hand
the enhanced information options their position affords to them, for they
show a marked inclination to delegate their information work, citing the time
pressures of their position as justification. Still, the low status associated with
(formal) information seeking is probably not inconsequential to their con-
siderations, either.

No less importantly, senior people are also likely to have better access to the
very latest information, which normally comes into an organisation/professional
community from the top, perhaps a little less so in these disintermediated
digital times. In addition, they have probably developed over the years a good
informal communication network to keep them up to date, as well as to help
them find information when they need it. Thus, for example, findings of the
CIBER study into the information-seeking behaviour of the virtual scholar
(Nicholas et al., 2008b) indicate that overall, usage of e-journals declines as
academic status increases, a phenomenon which is probably traceable to the
tighter professional ties seniority seems to bring about almost as a rule. After
all, there really is no reason for senior people to wait for the formal
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publication, when getting the information much earlier, and straight from the
horse’s mouth, too, so to say, necessitates no more than an e-mail to a long-
standing professional acquaintance.

Indeed, the importance of seniority is nowhere more apparent than in
academia, where, as Cronin and McKim (1996) remind us, scholarship depends
in no small measure on debating and sharing ideas, that is on the conduct of
conversations amongst disciplinary peers. When scholars say ‘peers’ they
mean just that, in the literal sense of the word! They insist on having access to
their academic equals, forming for the purpose ‘invisible colleges’, those
informal ‘small societies of everybody who is anybody in each little particular
specialty’ (Price, 1975, 126). This may look like nothing but academic snob-
bery, pure and simple, but in point of fact they have very good reasons for
behaving as they do. It is not that these ‘invisible colleges’ do not confer prestige
and give their members status in the form of approbation from their peers;
they certainly do. However, above all, they also effectively solve the problem of
communication among scholars by reducing a large group to a small, select
one of academic equals (Price, 1963), with the operative word being here
‘equals’. Indeed, keeping in mind that researchers’ purpose is the effective
advancing of knowledge, it is crucial that they have convenient access to their
professional counterparts, for information originating with seasoned people
may quite often comprise considerable ‘added value’. This is how a political
scientist puts it: ‘If you compare an article written by a well-known expert in
the field with that of say, a graduate student, the latter may be more fasti-
dious in its treatment of the subject, with the literature survey up to the very
latest word on the topic, the methodology really impeccable, but it lacks the
inspiration and the wide-perspective of the former ... if youre looking for
originality of judgment, possibly controversial, but definitely thought pro-
voking, you'd better choose the article written by the experienced, senior
scholar’.

Given this state of affairs, it is hardly surprising to find that the optimistic
notion of the invisible college opening up to a much wider circle of peers,
although by now technically quite unproblematic, is not accorded too enthu-
siastic a reception in academe, to put it mildly. In fact, as Matzat (2004) shows
in his investigation of internet discussion groups, the inequalities concerning
the access to unofficial academic forums have not been reduced. Thus, the
hoped-for emergence of ‘cyberspace colleges’ (Gresham, 1994), envisaged as
informal communication networks functioning as scholarly in-groups within
specialisations, with crosscutting ties between academic researchers, be they
low-status or high-status, from the core or the periphery, established or
novice, is yet to materialise.

We come now to the last of the work-related factors, which may play a role
in determining a person’s information needs and practices: whether it is a
solitary or team-based occupation. Workplaces, being in essence communities
of similarly interested colleagues, provide plenty of opportunities for the exchange
of information and ideas even for people whose job is essentially individualistic
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in nature, much more so for those who work in teams. Indeed, be the team
formally appointed to form an official organisational unit or informally orga-
nised for ad hoc purposes, be it comprising equals from different areas with
each contributing his/her expert knowledge, or a more opportunistic alliance
of a person who comes up with an innovative idea with a knowledgeable
colleague, its great advantage seems to lic to a considerable extent in the
information sharing involved. The words of a biologist, an expert on animal
eco-physiology, manage to capture the quintessence of it all: “When I colla-
borate with a colleague, we each tackle one aspect of the problem and take
responsibility for the information concerning that aspect ... Nowadays it’s
very difficult to work alone, to be a lone wolf. Wolves hunt in packs; that’s
why they succeed, because they combine forces, each contributing towards
snaring their prey. That’s the right way to work’.

This joining of forces, at all times an apt solution for the need to bridge
over the information gaps inherent to people’s branching out beyond the
boundaries of their own core areas of specialisation, has been assuming greater
importance as professional knowledge gradually becomes limited to ever-
narrowing, ever-more specialised subject areas. After all, expertise pooling, that
is, depending on the knowledge of co-workers rather than seeking out the recor-
ded information on a subject and learning new material independently, does
allow for the coalescing of the kind of multifaceted, and often inter- or mul-
tidisciplinary competence, which one person working alone cannot always
provide. An archaeologist, a fervent supporter of co-operative undertakings,
explains the logic behind it all: ‘If I need information on a topic, which is not
exactly in my line of expertise, I go to the experts and suggest that we colla-
borate. That’s why I look for material in my own area only. I don’t search for
information in the subjects of the people I collaborate with, as I don’t presume
to have become all of a sudden an expert in their fields’. No wonder, then, that
this synergetic approach to the information component of work performance
has apparently been gaining a strong foothold in many organisations.

Having taken an admittedly longish look at the impact of people’s work-role
and job-related tasks on their information needs and behaviour (which in itself
serves to underscore the centrality of this variable in information-need situa-
tions), we now proceed to another important factor which shapes a person’s
information consumption practices, their psychological makeup.

Personality traits

An in-depth exploration of the psychological reasons that send a person in
pursuit of information, and the ways and means he/she opts for when doing
so, is beyond the scope of the present undertaking. However, the influence of
personality on the perception of an information need and the choice of the
measures deemed necessary to meet these needs cannot possibly be ignored if
we are to form a holistic picture of how information needs and practices are
shaped. This, for the simple reason, pointed out by Heinstrom (2006): much
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depends on the situation, but also, to a considerable extent, on the individual
concerned, for each individual is distinguished by unique and consistent pat-
terns of thoughts, feelings and behaviour. It is perhaps best put by Wilson (2006,
666), who sums it all up in saying that people should be perceived ‘not merely
as driven to seek information for cognitive ends, but as living and working in
social settings which create their own motivations to seek information to help
satisfy largely affective needs’.

Indeed, since personality is a stable set of characteristics that manifest them-
selves in a consistent manner in an individual’s behaviour in various situations
and contexts, personality differences can lead to habitual information pre-
ferences and distinctive styles of information seeking. Therefore, personality
traits are instrumental in moulding information behaviour, inasmuch as they
create the possibilities, but also the boundaries, for meeting information needs
(Heinstréom, 2005; Heinstrom, 2006). Thus, for example, Palmer’s (1991) find-
ings concerning the information behaviour of scientists demonstrate how dis-
similarities in people’s psychological attributes can account for inter-personal
differences in information seeking. Those among the scientists, who fit more
closely the psychological profile of innovators (open to experiences, intent on
going their own way and doing their own thing) seek information widely and
enthusiastically and use many different sources of information. In compar-
ison, others, whose personality is more in line with the psychological profile
of adaptors (conservative, accepting of prevalent theories, policies and para-
digms, even if striving to improve them) are more controlled, methodical and
systematic in their information seeking.

No wonder, then, that the role people’s psychological make-up plays in deter-
mining their individual style of information seeking and gathering has been
widely studied (see, for instance, Bellardo, 1985; Borgman, 1989; Heinstrom,
2005; Heinstrom, 2006; Kernan and Mojena, 1973; Palmer, 1991; Wang et al.,
2000). A prime example of the insights thus gained into the matter is Heinstrom’s
(2005) exploration of the information behaviour of MA students, which,
having set out to investigate the determinants of information-seeking beha-
viour, links information-seeking patterns to personality traits. According to
her findings, the students’ individual way of responding to their information
need falls into three patterns — fast surfing, broad scanning and deep diving —
each of which can be linked to different personality traits and approaches to
studying. Thus, fast surfing, the neither very thorough, nor too arduous search
mode of skimming the surface of the information wave, was found to be related
to emotionality, as well as to low openness to experience and low conscientious-
ness. Broad scanning, the search mode characterised by the exhaustive and
flexible exploration of a wide range of information sources, was found to be
related to extroversion, openness and competitiveness. Deep diving, the search
mode best described as diving far beneath the surface of the information flow
in a controlled and structured effort to find information of the highest quality,
was found to be related to a rigorous and analytical study approach as well as
to openness to experience.
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Information-seeking styles are indeed firmly grounded in personality traits,
which cannot but bring us to the inevitable conclusion that some people are
inherently better suited to efficient information work than others. Take, for
example, persistence, which, in the context of information work, translates
into the willingness to continue the hunt for information over a (reasonable)
period of time, as well as into the readiness to try again with a new approach
or strategy when initial forays have proved unsuccessful or unrewarding. By
the same token, being thorough by nature is a bonus for anybody in need of
information, for it brings about an inclination to search both deeply and
painstakingly, truly to leave no stone unturned when searching for or evalu-
ating information. Orderliness, too, is a quality that comes in very handy
indeed where the retrieval and the storage of information are concerned, for it
can aid greatly the systematic planning and execution of information tasks,
from the preparation of inquiries to the keeping of records. One final exam-
ple, receptiveness, the willingness to accept information from others, friends,
colleagues or information officers, can also be quite influential a trait for
seekers of information, inasmuch as it may be a key determinant in whether
the information search is delegated or not.

Unfortunately, though, there is precious little that information professionals
can do about their clients’ possession or non-possession of such character-
istics, for, as Heinstrom (2005, 244) maintains, ‘the core personality is likely
to remain the same across situations’. True, she does go on to say that the
way the core personality ‘is expressed and how much it influences behaviour
varies according to context. We may thus perhaps be broad scanners at heart,
but at times when we are stressed out and face a deadline, fast surfing is the
only way out, while at other occasions a strong personal interest momentarily
makes us deep divers’. Still, exerting a significant influence on personal-dis-
position contingent information behaviour patterns can hardly come into the
province of the information professional, although effective training (espe-
cially when coupled with motivation), may obviously help in altering, at least
to some extent, even deep-seated information practices.

If personality traits are thus among the least malleable determinants of
information consumption, the next two factors — gender and age — are patently
even less so, with all that this implies as to the extent of our ability as information
professionals to change, rather than accommodate, user preferences.

Gender

The not so long ago still widely held image of the ‘typical’ digital information
consumer as a young, IT-obsessed man is fast fading into oblivion, simply
because it has little to do with reality today. Hardly an unexpected develop-
ment, though, as Ono and Zavodny (2003) suggest, basing their contention on
a host of studies into trends in computer and internet usage. It seems that
when a new technology emerges, there are, as a rule, differences between
initial users and those who wait until the technology is well established before
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using it. These initial adopters of new technologies are more likely to be
young, male, urban, better educated and more affluent than the population as
a whole, as well as not members of a racial or ethnic minority group. How-
ever, such inter-group dissimilarities tend to diminish eventually, even if not
disappear altogether, as a technology spreads over time.

A case in point is gender disparity in the adoption of new information tech-
nologies, surely one of the more frequently noted dimensions of the phenom-
enon. The inequality between men and women in this respect has been traced
to differences in their socioeconomic status (education, income and employment),
which influence computer and internet accessibility; to the greater interest in
computers more characteristic of men; to gender-stereotyped views about tech-
nology (men are better-able to comprehend the internet, possess more self-
efficacy toward the computer and have lower levels of computer anxiety), com-
municated by parents, peers and teachers in the form of diverse expectations
from boys and girls; and even to the possibility that the technology may be
‘gendered by design’, that is, embedded from its inception with a cultural asso-
ciation with masculine identity (Bimber, 2000; Morahan-Martin, 1998; Ono
and Zavodny, 2003; Vekiri and Chronaki, 2008; Wasserman and Richmond-
Abbott, 2005). Indeed, men, especially North-American, young, white, educated
and fairly affluent men were the earliest to convert to electronic information-
seeking practices, using the internet more frequently than females and making
use of a greater variety of internet applications (Bimber, 2000; Katz and
Aspden, 1997, Morahan-Martin, 1998).

No longer, though, as the substantial evidence (based on more than 6,000
interviews) gathered by the Pew Internet & American Life Project indicates. If
in the mid-1990s males still accounted for 58% of the American online
population, by 2000 and continuing on to today, 68% of men are internet
users, compared to 66% of women. Furthermore, it is not only that these days
roughly the same percentage of men and women are digital information con-
sumers, but the total number of women in the internet population is in point
of fact even slightly higher, because there are more women than men in the
general US population (Fallows, 2005). In the UK, too, as Russell (2008)
notes, the internet, initially a male-dominated domain, now reflects more closely
the gender balance of the general population. Thus, for example, shoppers
visiting e-commerce sites have increasingly moved towards the current UK
population gender split of 49% males: 51% females, with a 56% male: 44%
female split in 2007. What is more, these trends seem to prevail almost uni-
versally, but at least in the so-called ‘developed countries’, for, as Hay-
thornthwaite and Wellman (2002, 6) point out, by now the internet is being
used ‘... by more people, in more countries ... access and use has diffused to
the rest of the population and the rest of the world’.

Evidently, then, the gender gap in the use of electronically mediated infor-
mation (which, in today’s realities, is more often than not the kind of infor-
mation we have at our disposal and, indeed, look for) is closing. Men and
women alike seem to value greatly the many obvious appeals of easy,
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convenient and efficient access to an internet-based, borderless and almost
limitless world of digital information. However, whilst women are indisputably
catching up with men in their overall engagement with the online environment,
once online they remain less frequent and less intense users of the internet,
although this tendency appears to be decreasing over time (Ford et al., 2001;
Ono and Zavodny, 2003; Wasserman and Richmond-Abbott, 2005). Moreover,
their approach to the digital world remains quite distinctively ‘feminine’, that
is, reminiscent of familiar ‘womanly’ traits in offline life. As Fallows (2005) finds,
they seem to value more those of the internet-afforded opportunities that allow
for the making and maintaining of human connections, rather than the ones,
so dear to the hearts of their male counterparts, which aim at the execution of
routine, everyday tasks in novel, different, more efficient, or at least more
interesting ways. If and when possible, they prefer to gather information through
e-mail exchanges with individuals and support groups, leaving it to men to
opt, as their first choice, for searching the web. No wonder women have been
found to be more satisfied and less critical with regard to such features of
online information seeking as speed of delivery and navigation ease (Nicholas
et al., 2007a); from their point of view, these are the more negligible features
of the internet.

These gender-related differences in the ways the internet is used for acquiring
information hardly come as much of a surprise: after all, common psycholo-
gical knowledge holds that women cherish the sharing of information, regard-
ing it as the key to interpersonal relationships, while, in stark contrast, men
prefer to withhold information, perceiving their behaviour as holding tight the
reins of power. Take, for example, the following story, related and analysed by
Tannen (1991) in a Guardian article, which, almost 20 years after its publica-
tion, is clearly just as relevant as ever. It is the story of a couple driving to
friends for dinner and having some trouble finding their way en route. The
woman asks the man to stop and ask a passer-by for guidance. He refuses,
insisting on finding the way without help. He persists in this manner until
they are hopelessly lost. Sounds familiar? Of course it does ... According to
Tannen, the man does not ask for directions because that would be a sign of
weakness, an admission of failure, whereas, for the woman, asking for infor-
mation has no such connotations.

If the choice of the ‘right’ approach to the meeting of information needs
thus seems to vary considerably with gender, so do, apparently, the topics of
these needs. Indeed, the findings of the Pew Internet & American Life Project
(Fallows, 2005) leave little room for doubt: men and women quite consistently
differ as to the subject of their information queries. This is obviously a reflec-
tion, first and foremost, of the idiosyncratic interests of each group, which is
why it comes as little surprise that according to Fallows (2005), sports, for
example, are more likely to attract men, and cookery, women.

However, there seems to be more to it: the different life roles traditionally
assigned to men and women must also play a part in bringing about a gender-
specific focus in information seeking. Thus, for instance, men, responsible as
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they characteristically are for household maintenance, go online in greater
numbers than women for getting do-it-yourself information, financial informa-
tion and rating information on a product/person/service. By the same token,
women, in their traditional role as the family’s guardian of health and well-
being, are more likely than men to use the internet to look for health and
medical information, or to turn to websites to get support for health or per-
sonal problems. Thus, for example, in the aforementioned CIBER study into
the use and impact of key digital health platforms and services in the UK
(Nicholas et al., 2007a) women, and especially housewives/mothers, were found
to be more intensive users of digital health services than men, searching for
health-related information often for themselves, but also on behalf of their
children and even friends. By the same token, according to a Pew Internet &
American Life Project report on the use of internet health resources, 59% of
online women have read up on nutrition information on the internet, compared
with 43% of online men (Fox, 2005).

Having noted how the internet, reflecting, as it does, people’s broader social
roles and interests in the ‘offline’ world, perpetuates gender-related variations
in the meeting of information needs, we now come to information seekers’
actual behaviour in cyberspace. This, as Morahan-Martin (1998) suggests, seems
to be fraught with more difficulties for women than for men. Apparently,
women do indeed have problems using the internet: they do not use it effec-
tively, testifying to problems in finding their way around the internet to the
point of getting lost, in result of which they feel less competent and comfor-
table online (Ford and Miller, 1996; Li et al., 2001; Ybarra and Suman,
2008). Indeed, re-affirming this state of affairs, Ford et al. (2001) find a direct
link between female gender and poor information retrieval performance. It is
not inconceivable that even the higher use of PDFs among men compared to
that among women, 37% versus 22%, found in the CIBER study into the use
of scholarly journals (Nicholas et al., 2008b), can be accounted for by the
latter’s more hesitant utilisation of technologies: after all, HTML articles are
so much easier to copy and paste.

However, as Wasserman and Richmond-Abbott (2005) point out, other
studies present a more refined picture: when males and females habitually use
the web for the same purpose, for example, in classrooms or workplaces, both
groups are equally proficient in its use (see, for example, Aduwa-Ogiegbaen
and Isah, 2005; Johnson, 2006; Martin, 1998). It is possible then, Wasserman
and Richmond-Abbott (2005) argue, to attribute the variation in information-
retrieval skills to historical differences between men and women with regard
to the use of technology. Thus, if in the past the longer experience men have
had with computers and the internet may have resulted in their possessing
more IT-related know-how than women, this should change over time: the
influence of gender on the skillful use of the internet should peter out. Indeed,
according to the data gathered in the Pew Internet & American Life Project,
34% of men aged 65 and older are online, compared with 21% of women of
that age, as opposed to 86% of women ages 18-29 who are online, compared
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with 80% of men that age (Fallows, 2005). Perhaps, then, change in this direc-
tion seems to be underway as these words are written. Still, the above-noted
female preference for acquiring information via social (preferably face-to-face)
interaction may continue to influence adversely women’s competence in the
use of electronically mediated communication technologies.

Having thus attempted to unravel myth from reality as to the part played
by gender in the meeting of information needs, we will now proceed to take a
careful look at another item on our list of factors impacting on information
consumption, which is just as much the focus of stereotyped views: age.

Age

Age is clearly seen as a major determinant of people’s information needs and
practices: many of the vast number of academic studies devoted to the roles
accorded to information in the knowledge society explore the possibility of
differential requirements and usage patterns characterising people of different
ages. Not that it comes as much of a surprise: after all, given that people of
different ages are at different psychosocial points in their lives, their needs,
inclusive of information needs, are bound to vary. Thus, for example, as Ybarra
and Suman (2008) point out, age-specific health-status and disease-risk changes
give rise to typical information needs among people of a particular age-
cohort, as do distinctive generational lifestyle trends (for instance, the infor-
mation needs brought about by becoming care-givers for one’s older parents
as well as one’s children obviously typify middle-aged adults only).

However, beyond the almost self-evident notion that the subject matter of
people’s information needs is bound to be frequently age-contingent, age also
appears to be a significant factor in the decision whether a need for informa-
tion is to be pursued at all and, if it is, how best to go about it. Inevitably so,
of course, for the possession of the appropriate motor and cognitive abilities
and skills, so many of which are age-related, is a crucial prerequisite of peo-
ple’s availing themselves of information. It is hardly by accident that neither
the very young, nor the very old are held to be effective information searchers,
not having developed yet (in the case of the former) or having lost (in the case
of the latter) some of the cognitive and motor skills necessary for the purpose.

Take, for instance, the so called ‘grey gap’, that is, the difficulties the elderly
may have with today’s electronically mediated information systems, conveniently
accessible and ‘user friendly’ as these are popularly held to be. First of all,
people may become less mobile as they grow older, possibly because of phy-
sical disability, which, in the context of information seeking, can lead to their
using only what is physically easy to get to. By the same token, the declining
vision or loss of manual dexterity, so often afflicting aging people, can make
for problems in the use of computers, keyboards or mice (Hoot and Hayslip
1983; Williamson et al., 1997). Also, since people’s cognitive capabilities, response
time and attention span can all be adversely affected with age, the elderly may
encounter more difficulties in retrieving information (Marwick, 1999). Indeed,
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in the aforementioned CIBER study into the use of digital health platforms
and services in the UK (Nicholas et al., 2007a) elderly people have been
shown to be low users, whatever the platform (the internet, touchscreen kiosks
and even digital interactive television). This state of affairs was undoubtedly
brought about at least in part by age-associated difficulties: thus, for instance,
kiosks, having been built for ‘standing’ use, did not serve very well many of
the elderly, who were too frail to stand for the period of time necessary for
profitable use. However, questionnaire returns suggested that there were other
factors exacerbating these age inequalities. Older people were not used to
living in an ‘information age’, in which it was common for the young to seek
out their own information, and did not consider themselves to be competent
in using new technology. This impacted on their use of the different systems at
their disposal: on the whole, they were rather reluctant to set out to obtain
information or to use available information, and even when they did, their
usage was restricted — they viewed fewer web sources of health information
and opened fewer kiosk pages.

Age, then, is a significant factor to contend with in the meeting of infor-
mation needs, especially today, when information work is so often inextricably
intertwined with the use of novel technologies. Obviously, young people, born
into the realities of an electronic information world, are likely to feel more
at home with innovative practices. Indeed, the data on both the USA and
the UK clearly indicate that they dominate the online population, with 87%
of those aged 12-17 and 46% of those aged 1844 in the USA, as well as 97%
of UK-based students aged 14-22 now using the internet (Dutton and
Helsper, 2007; Jones and Fox, 2009; Lenhart et al., 2005). Still, technologi-
cally literate graduates increasingly filter through the age bands. Indeed, the
biggest increase in internet use of any age group in the period between 2003
and 2005 in the UK was among those aged 55-65 and, similarly, in the USA,
between 2004 and 2006, among those aged 50-64 (Fox, 2004; Dutton and
Helsper, 2007).

True, as the previous research indicates, for the time being people in the
older age groups are still likely to be less familiar with internet technology,
less adept at the use of information technologies and to have more fears about
the security of online communication and shopping. However, information
seekers’ age-related difficulties are not invariably insurmountable. Thus, for
example, older people can take to information technology, particularly if it is
relevant to their own personal needs (Blake, 1998). Academe is certainly a
case in point: in areas where IT is perceived as a way of augmenting research,
researchers hailing from the pre-internet era have been shown to be just as
energised about the move to electronic scholarly practices as their younger
colleagues (Herman, 2005). No wonder, then, that according to the Pew
Internet & American Life Project surveys taken from 2006-08, larger per-
centages of older generations are online now than in the past, and they are
doing more activities online, with the biggest increase in internet use since
2005 seen in the 70-75 year-old age group (Jones and Fox, 2009).



Template: Royal A, Font: ,

Date: 02/09/2009; 3B2 version: 9.1.470/W Unicode (Jun 2 2008) (APS_OT)
Dir: P:/eProduction/WIP/9781857434873/dtp/9781857434873.3d

122 The determinants of information needs and practices

Indeed, electronically mediated information seeking is becoming more and
more conventional, even normative among people of all ages, a process Mahe
(2003) so aptly refers to as ‘banalisation’. In point of fact, the reserved, if not
blatantly averse attitude towards IT-based information practices, frequently
encountered in the past, seems to be growingly replaced by a rather matter-of-
fact approach: present-day seekers of information no longer seem to give the
new technologies too much thought; but then, nobody glories in being able to
breathe either, at least until something goes amiss. Unfortunately, as we have
already noted, and will take up again further on, this omnipresent, increasingly
skilled use of technology by no means guarantees the success of today’s infor-
mation seekers in their endeavours, for computer skills and information lit-
eracy are hardly one and the same. Meanwhile, we will proceed to take a look
at other factors that frequently play a part in the emergence and resolution of
information problems: country of origin and cultural background.

Country of origin and cultural background

People clearly display characteristics of a collective identity, which identify
them as belonging to a particular place or culture. Thus, just as some indivi-
duals possess psychological characteristics that are beneficial to information
seeking and gathering, the same, too, can be said about nations or cultures. A
good example of this was given on the BBC TV’s Business Breakfast programme.
The supervisor of a computer telephone help-line, based in Milton Keynes,
but servicing the whole of Europe, was asked whether the different European
nations had different problems and asked different questions. She said they
did, and mentioned the Germans versus the British as an example. Appar-
ently the Germans always ask very specific questions, after having studied the
manual in some detail beforehand. In comparison, the British never read their
manuals and, in result, their questions are broad and unfocused. Much along
the same lines, the CIBER study into digital health platforms and services in
the UK (Nicholas et al., 2007a) indicates that people’s geographical origins and
associated cultural background may influence their information behaviour.
Thus, for instance, males belonging to certain ethnic minority groups were
found to be particularly reluctant to seek health information for fear of
appearing vulnerable.

Indeed, Wilson (1997) puts forward the notion that differences in national
cultures may affect the way members of different cultures view information
acquisition and transfer. In this he builds on the work of Hofstede (1980,
1991), who proposed and tested five dimensions in which cultures might
differ: power distance, or the acceptance of unequal distribution of power in
organisations; uncertainty avoidance, or the extent to which a society feels
threatened by uncertain situations and so tends to avoid such situations;
individualism-collectivism; masculinity-femininity, or the prevalence of mascu-
line values of materials things, etc., versus that of feminine values such as
caring for others; and long-term/short-term orientation to life. Wilson argues
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that we could expect to find differences in information-seeking behaviour and
information use across cultures correlating with these five dimensions. Thus,
for example, cultures that score high on uncertainty avoidance, which has been
shown to be associated with information seeking in individual behaviour, will
be likely to foster information-seeking behaviour. To be sure, cultures that scored
high on this factor in Hofstede’s analysis across 50 countries, such as Norway,
Sweden, Denmark, the UK, Australia, New Zealand, the USA, Canada and
the Netherlands, are those with a tradition of library development.

Underscoring the theme of national culture-associated differences in infor-
mation practices, a recurrent finding in the various CIBER projects evaluating
the information-seeking behaviour of a number of information communities is
that users hailing from different countries seek information in very different
ways (Nicholas et al., 2000, Nicholas et al., 2007a and Nicholas et al., 2008b).
This is what one might have expected in view of previous anecdotal evidence
to this effect, but the scale of the diversity is really surprising. Take, for example,
the data on the information-searching characteristics of users from different
countries, as these come to light in a study of Elsevier’s ScienceDirect website
(www.sciencedirect.com), conducted as part of CIBER’s Virtual Scholar research
programme (2001-08). Thus, Germans proved to be the most ‘successful’
searchers in that they obtained more hits, had fewer searches resulting in zero
returns and viewed the greatest number of pages in a session. In comparison,
Eastern Europeans appeared to be the least ‘successful’ in their information
seeking, recording a high percentage of zero searches and being the most
likely both to view only one item in a session and to visit the site once only,
something which clearly wins them the distinction of being the archetypical
bouncers (Nicholas et al., 2007c; Nicholas et al., 2008b).

Where information needs and practices are concerned, the best-known
national trait is probably the purported insular nature of the information
seeking of US academics. Indeed, the national citation bias of American sci-
ence has long been one of the more widely-held and well-documented features
of academe (see, for example Moller, 1990; Braun et al., 1996; Narin and
Hamilton, 1996). Apparently, American scientists have been found to be parti-
cularly prone to citing each other, hardly ever using the literature of other
countries, even when the topic being studied is located in these other countries.
However, very interestingly indeed, this long-established feature of scholarly
information behaviour seems to be changing, at least amongst certain groups,
as the CIBER studies of the British Library’s learning site for young scholars
and of Intute, a JISC-sponsored scholarly gateway site, amply illustrate (Nicholas
et al., 2008b). In both cases US scholars were the majority user group, larger
even than that of local, UK-based users, amounting, for example, to more
than a third of all searches on the Intute site. Where UK education brands
are concerned, there is a high demand from overseas users. This might not be
surprising in itself, because, as there are no geographical boundaries in the
virtual information space, scholars seek out information (and brands) inter-
nationally and the UK has a particularly good brand when it comes to
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education and, therefore, scholarly information. Still, the high percentage of
US-registered users of British scholarly sources does seem to run counter to
the time-honoured notions concerning scholarly information practices.

Thus, people’s country of origin and cultural background is another factor
that can and does influence the meeting of their information needs. However,
the diversity does not stop here, as we are about to see.

Information availability and accessibility

These two situational factors, both of which obviously play a vital part in the
shaping of information needs and practices, are inextricably intertwined. Admit-
tedly, availability is particularly crucial: if there are no information sources or
systems available it is highly unlikely that people will be able to meet their
information needs; in fact, they may not attempt to do so at all. Still, availability
in itself is not enough. If the information required is inaccessible, or even just
a long way off, then you might as well not have it in the first place, as one
participant in the JISC-funded UK National E-Books Observatory put it:
‘Getting access to e-material has so far been a nightmare ... So I have not used
e-books as much as I might in the future if access is easier for the user’. Thus,
when we set out to explore the factors involved in the meeting of information
needs, we need to consider simultancously whether in fact a source/system is
to be had at all and, if it is, how easily obtainable or reachable it is.

In our information-saturated and -centred world the availability of infor-
mation rarely, if ever, poses any problems: there is an enormous array of
formal and informal information resources to be had on virtually any subject
under the sun, and a host of channels on hand to deliver them. Furthermore,
not only does this huge body of information grow incessantly, but so do the ways
and means of communicating it, with no new mode of information transmis-
sion supplanting earlier ones; indeed, the new ones actually appear to energise
the old ones! Books were going to lose out to computers/video/television, but
instead each piece of computer software comes with its manual, while videos
and television programmes generate big publishing opportunities and a book
shop (Amazon.com) is clearly one of the greatest success stories of the internet.

Neither is the accessibility of information fraught with too many difficulties
in today’s realities, thanks to the widespread availability of electronic and
computerised means of communication and retrieval. True, the accessibility of
digital information is contingent on the availability and accessibility of possi-
bly costly resources (which, of course, is another factor to contend with where
information needs and practices are concerned, a point to be taken up further
on in the section on resources and costs). However, once the appropriate
hardware/software/database necessary for your purposes is on hand, accessibility
to information is pretty much ensured.

In ample proof of our contention that these days the accessibility of infor-
mation no longer poses much of a problem, take, for example, its physical
proximity aspect, which has been found to be a major factor influencing use
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(Allen, 1977; Zwemer, 1963). Indeed, information use and proximity go hand-
in-glove; so much so, that the probability of use of an information source or
channel actually declines as distance increases (Allen, 1969; Slater, 1963), as
The Guardian library discovered when they were relocated within the Farringdon
Road building. Previously, the library had been situated close to Home News
reporters — its biggest users. The Sports department people were on another
floor and never used the library, something which was chalked up to a lack of
need, as their field was very narrow and they were all enthusiasts (remembering
all they needed to know). However, when the library moved to the floor on
which Sports was located, they all turned into heavy users. Plainly then,
proximity to sources/channels is very important indeed for seekers of infor-
mation, primarily because it enables them to get information more easily and
quickly, but also in view of the fact that seeing the information resource must
stimulate the information appetite or jog the mind. Luckily, whereas not so
long ago the only way of remaining instantly informed on a whole range of
topics was to live next to the British Museum or the Bodleian Library, this no
longer holds, for proximity to information is inherent to a networked envir-
onment. In fact, geographical distances have shrunk to a point where by now
they have no significance at all. It is far quicker to search, say, the Library of
Congress in Washington, DC, than go up a floor to the library.

Even in a digital environment, where you undoubtedly have your informa-
tion much closer to you, it is all relative. Thus, if results of a study conducted
a decade or so ago indicated that the adoption and use of electronic networks
and network services by university faculty could be maximised by providing
them with networked workstations as close as possible to their work area
(Abels et al., 1996), in our times of laptop computers and mobile phones this
would hardly suffice. People do still painstakingly build up office collections
and have telephones and computers on their desks, but by now they also
expect to be able to get hold of the information they need at home or even on
the move, at airports, on trains and in cafés.

However, there is another aspect to accessibility: gaining access to the system
once you have established physical (digital) contact with it. We have already
discussed in some detail the problems of choosing the right terms with which
to interrogate the system and the difficulties of grappling with soft subject
vocabularies. In addition, coming to grips with the search interfaces can be
quite challenging too — and allegedly user-friendly, menu-driven services can
create as many difficulties as command-driven ones. True, if the will is there
and the drive for information sufficiently strong, people will find a way to
overcome any external and internal access problems they encounter. They will
conquer unfriendly search interfaces, keep trying to go online when they get
‘invalid password” messages, even leave their desks and stand in queues. MPs’
Research Assistants at the House of Commons were subject to all this and yet
they still searched the systems with some alacrity (Nicholas, 1995).

However, apparently, extending such an effort is rarely perceived as necessary
any more. Indeed, as the CIBER studies into the use of various e-information
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platforms, most notably in the areas of health (Nicholas et al., 2007a), scholarly
journals (Nicholas et al., 2008b) and scholarly books (Rowlands et al., 2007)
find time and time again, today’s information seekers baulk at site menus,
complicated interfaces and myriad search options. After all, they have a much
‘better’ option: search engines, seen (whether rightly or wrongly) as offering
the prospect of trouble-free, targeted and direct access to a massive choice of
material, and all this at the price of keying in a word or two.

Although it can still happen that a person has no access to a source or system.
Obviously, lack of the funds required to pay for information may create an
almost insurmountable obstacle, a point we will return to later on. Also, with
open-access publishing still to be fully realised, there are people, labelled the
disenfranchised (by librarians) and turn-aways or noise (by publishers), who
can access subscription services, but do not have full-text access to the infor-
mation therein. However, at times the inability to gain access to information
is not so much superimposed on a person as perceived to be such. Thus, for
example, feeling uncomfortable about approaching an individual higher on the
totem pole in some organisation or community can erect a very real stumbling
block for an individual intent on meeting an information need, as one fledgling
academic researcher puts it: © ... you can’t just write an e-mail to an expert
and ask him! Even if you can locate his e-mail, you can’t just land on him out
of the blue, can you? He may not answer you at all, but even if he does, you
can’t be sure that you’ll understand his reply and then, will you go on nagging
him? It’s not as if you know him personally, is it?” Add to this the fact that
today’s ‘managerial cultures’ often try to prevent information reaching sub-
ordinates and it becomes crystal clear that gaining access to information may
occasionally take more than overcoming technical or even financial hitches.

By the same token, people may refrain from attempting to meet their
information needs because they feel humbled and intimidated by an impress-
ive information source or system. A case in point is the way some people go
about tackling their health problems, as results of the study into the use and
impact of key digital health platforms and services in the UK (Nicholas et al.,
2007a) clearly indicate. There are patients, predominantly, but not exclusively,
elderly and lower socio-economically grouped women, who seem to regard
the health professional as the keeper of health information. Thus, holding the
view that their GP or nurse will tell them all they need to know, they demon-
strate a marked reluctance to seek additional information on their own.
Another manifestation of information search avoidance behaviour, which
stems from conceiving information services as threatening, is the phenomenon
of library anxiety (Mellon, 1986; 1988). Thus, subjective perceptions of the
huge size of the library, its complicated organisation and, perhaps primarily,
its preoccupied, rude, inconsiderate and discourteous staff, add up to anxiety-
inducing feelings of embarrassing incompetence, which is very likely indeed to
prevent use.

All in all, though, these days neither the availability nor the accessibility of
information present too challenging problems for seekers of information.
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Indeed, we seem to have reached the ultimate pinnacle of availability and acces-
sibility in that nowadays information chases the consumer, rather than vice
versa. As Noam (1997) observes, when information was scarce and hard to move,
and reproduction expensive and restricted, people had to go to the informa-
tion, wherever it was located. However, now that electronic information channels
are increasingly powerful in storage, broad ranging in content and efficient in
delivery, more often than not it is the other way round; plainly, the informa-
tion flow has changed its direction. Indeed, Sack (1986) and Lancaster and
Sandore (1997), thinking along the same lines, suggest we change our per-
spective: instead of viewing the universe in terms of libraries centrally located
for users, we need to think in terms of each user being surrounded by infor-
mation and information-accessing opportunities. The question is, of course,
how this easily obtainable abundance of information affects the way we go
about meeting our information needs, a point we will look into next.

Information appetite and threshold

With more information thus being delivered, more quickly, from more plat-
forms, at more potential consumers, obviously even the most insatiable of
information consumers cannot complain. True, the flow of information is
more regulated than it would seem at first glance, for, as McCreadie and Rice
(1999) point out, information is truly accessible only if it is intelligible to the
potential user. Since this intelligibility necessitates mastery to the relevant
degree of the contextual subject domain, on the one hand, and an appropriate
level of intelligence, on the other, the extent of people’s ability to take on-board
information is necessarily kept under control. Indeed, their information threshold
varies considerably with their cognitive capacity and individual knowledge base.
Still, as we have already seen, these days people are far more likely to have a
surfeit of information than to find themselves short of it, a state of affairs they
regard as unproblematic (Nicholas et al., 2008b), if not eminently satisfactory
(Herman, 2005).

However, this information affluence does have its downsides, although the
much-cited danger of getting buried in the information mire is not one of
them. As we noted in the section on the quantity aspect of an information need,
the menace of ‘information explosion’, and its dreaded consequence, ‘infor-
mation overload’ simply never materialised. People may very well be confronted
still by the all-too-familiar situation described by a City of London worker: ‘I
come into the office in the morning and there are reams of fax paper from all
over the world. I go to my answering machine to pick up my calls, and then I
turn to my computer and find 72 messages in my electronic mail’ (Williams,
1993). Nevertheless, far from being beleaguered by a threat of an information
avalanche swamping them, today’s information consumers know very well
indeed how to protect themselves from the information tidal wave. Having
masterminded the intricacies of coping with the ever-growing abundance of
information all around them, they sample and select, usually using what is



Template: Royal A, Font: ,

Date: 02/09/2009; 3B2 version: 9.1.470/W Unicode (Jun 2 2008) (APS_OT)
Dir: P:/eProduction/WIP/9781857434873/dtp/9781857434873.3d

128 The determinants of information needs and practices

easiest and what is closest to hand, and not what is necessarily best or most
appropriate; in any case, satisficers that they are (Savolainen, 2007), they stop
their information seeking after finding material that seems ‘good enough’.
They also deliberately ignore what they do not deem to be strictly necessary
or relevant, frequently make do with reading information surrogates — book
blurbs and reviews, abstracts and summaries of documents (Nicholas et al.,
2007d) — and even information gamble, taking a chance on what comes to
hand (say, the first item among thousands of search engine-generated items).

If ‘drowning in a sea of information’ is no longer the sword of Damocles
forever hanging over our heads, then what can possibly be seen as a drawback
of today’s information opulence? First of all, to reiterate a point we have
already discussed in some detail, people find it quite hard to curb their infor-
mation appetites. At best, just like children let loose in a sweet shop, they will
gorge themselves far beyond the true limits of their actual needs at the sight
of so much free information of potential interest. At worst, the notion of an
almost unlimited availability and accessibility of information tempts their infor-
mation palates to an extent that it renders the possibility of effective infor-
mation consumption unrealistic. Thus, rather than reading, users manifest the
aforementioned squirreling behaviour, storing information for a later date, which
never comes because of a shortage of time and the amount of squirreling that
has been done.

Another negative aspect of living in our lavish digital information environ-
ment is that the ability to enjoy its benefits is reserved for the ‘information
haves’, those who are in possession of three basic prerequisites, all of which
we have already noted and will return to further on: accessibility to ICT-based
infrastructures, computer prowess and information competencies. Unfortunately,
although, as we have seen, ever-wider segments of the population do indeed
have convenient internet access and diligently hone their expertise in skilled
use of technology through constant use, it does not mean that they are profi-
cient in information work, too. True, since so much of the information that
reaches us is electronically mediated, computer literacy and information literacy
do go hand in hand, but they are definitely not one and the same (although
frequently taken to be). Indeed, with all that nowadays it is commonly held
that we have all become librarians (as long as we have Google at our disposal),
it is far from being the case, as the recent extensive study into the information
behaviour of the Google Generation (Williams et al., 2008) amply proves.

Whilst much popular writing extols young people’s ostensible competence
with ITCs, in fact their information literacy has not improved with their con-
stant exposure to technology. Rather the contrary: their apparent facility with
computers disguises some worrying underlying problems. They search the web
with a speed that can only mean that little time is spent in evaluating infor-
mation, either for relevance, accuracy or authority; they have a poor under-
standing of their information needs and, therefore, find it difficult to develop
effective search strategies, exhibiting instead a strong preference for expressing
themselves in natural language; and, when faced with a long list of search
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hits, they find it difficult to assess the relevance of the materials presented and
often print off pages with no more than a perfunctory glance at them. As
Williams et al. (2008) conclude, if people are to really avail themselves of the
benefits of living in an information-rich world, information literacy must
appear much higher on society’s list of priorities.

It seems, then, that in the electronic age concerns over information avail-
ability and accessibility have been replaced by concerns over our ability to
take on board the wealth of information surrounding us. This ability of ours is
greatly dependent, in its turn, on time — the time it takes to access and deal
with the information at our disposal (this is where the constraints of time and
availability/accessibility merge). Time availability must be, then, the next
point on the agenda in our discussion of the factors shaping information
needs and practices.

Time availability

As Savolainen (2006) points out, time is one of the main contextual factors of
information seeking, in that it usually posits a major constraint to informa-
tion consumption. This is all the more so today, when most people live in a
hothouse environment, working and playing harder and faster, in an attempt
to do more within the unalterable time framework of the 24 hours-long day.
In direct consequence, more often than not time is in short supply for
accomplishing any undertaking, inclusive of the information seeking ever-
more frequently required for its successful conclusion. It all depends on the
deadline for which a given task has to be completed or the time for which a
pursuit remains relevant; this sets the time limit within which information has
to be gathered and used. Thus, for example, in his study of the information-
seeking habits of humanities graduate student researchers, Barrett (2005) found
that their decisions to concentrate more on writing up projects than researching
them were often triggered by the appearance of defence deadlines on the hor-
izon. ‘The clock ran out’, as one of his interviewees put it, and another
added: ‘a lot of the time we start writing it up when the deadline approaches,
whether we’re finished or not’.

Still, availability and scarcity of time are relative concepts, very much con-
tingent on people’s idiosyncratic circumstances. So much so that, as Savolainen
(2006) contends, the experience of information overload may be seen as based
on the almost wholly subjective judgment that there is too much potentially
useful information to be accessed within too short a period of time. Thus, for
example, journalists may have as much time in the day as academics, but the
information seeking of the former, unlike that of the latter, is limited by — and
presses up against — the daily deadlines of the newspaper. Not that time
pressures are foreign to research work, either; rather to the contrary, as we
have seen in the course of our discussion here.

Obviously not, for even those scholars who already boast the much-coveted
professional reputation essential to survival in academe are still anxious to do
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everything in their power to safeguard, maintain and enhance their achievement
by publishing as much as possible, as quickly as possible. It is all too easy to
become a ‘has been’ in one’s field. In result, as one seasoned academic put it:
‘... there’s always an element of immediacy in research work ... we too work
in an emergency room, only it’s a virtual one, existing only in our heads’.
However, academics, too, vary as to the extent to which time constraints
affect their daily work. In fact, they demonstrate perceptible discipline- and
seniority-associated differences regarding the matter.

It is easily understood how this comes about, for when the sought-after
rapid pace of progress is of overriding importance, time is much more at the
forefront of a researcher’s concerns. Thus, in the fast-moving, competitive
fields, where there is high mutual visibility of work conducted by one’s peers
(Kling, 2004), researchers, anxious ‘to win first place in a sprint to the fin-
ishing post’, as Becher (1989, 84) so aptly phrases it, work under considerable
time pressure. This is far from being the case in those specialties where com-
petition tends to be less prevalent, because there is not as much of an overlap
of topics and little consequent concern with priority: the need for a brisk
work tempo is, therefore, nowhere near as vital and, in direct consequence,
the scarcity of time is less anxiety-inducing. By the same token, the stage of career
a scholar has reached influences his or her perceptions of the time pressures
involved in achieving demonstrable results (Wiberley and Jones, 2000). Indeed,
Herman’s (2005) findings re-affirm one of the better-known features of aca-
demic life, according to which across all disciplines the novice researchers, for
whom the struggle to attain promotion or tenure is a prime consideration, are
more inclined than their senior colleagues to see time constraints as significant
factors in shaping and focusing their research projects.

In any case, with time being such a scarce resource, people are quite intent
on accomplishing their goals as effectively as possible, and information seek-
ing is no exception. No wonder, then, that today’s consumers look above all
for efficiency and time-saving qualities in their information practices: busy
people that they are, they are not very inclined to spend a minute longer than
absolutely necessary on the meeting of their information needs. It is, of course,
the very reason why they appreciate so greatly the host of electronic infor-
mation technologies at their disposal: the searchability of digital databases,
the speed of word processing and the convenience of remote access to full-text
material add up to greater effectiveness of information work and, therefore, of
most everything we do, for, as we have repeatedly emphasised, information is
now an inseparable component of every aspect of life and living. Thus, for
example, the massive growth in e-retail sales only came about when better utili-
sation of technology made the process of e-shopping slicker, more efficient
and less time-consuming (Russell, 2008). If further proof is necessary that IT is
seen as the key to efficiency, suffice to remember that even the fast-disappearing
breed of technophobes was receptive enough to technology, as long as it meant
savings in time or effort. Indeed, even humanities researchers, who took much
longer to warm up to the wonders of technology, nevertheless made productive
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use of those new tools that were deemed the most appropriate for meeting an
information need (Wiberley and Jones, 1989; 2000; Lehman and Renfro, 1992).

Unfortunately, although computerised systems undoubtedly aid seekers of
information in overcoming the time barrier, the gain is soon lost, for people
relentlessly clamour for ever-quicker solutions to their information problems.
They want (or are perceived to want) ‘better’ systems or channels, which respond
even more rapidly and provide information ‘bites’ that can be consumed even
more swiftly (Twitter.com — the latest manifestation of a current awareness
service, limits the messages to 140 characters each). Since the only systems or
channels that will be used are those that measure up to people’s expectations,
everything moves relentlessly faster and faster. This, in its turn, serves to
perpetuate, if not accelerate the above-noted endemic form of information
seeking we have dubbed ‘power browsing’. As it emerges again and again from
CIBER’s various research projects, people ‘feed for information’ horizontally
through sites, titles, contents pages and abstracts in pursuit of quick wins, with
scarcely any opportunity to digest the information encountered. Thus, cour-
tesy of today’s faster-than-fast information opportunities, consumers, smitten
with the prospect of meeting their information needs quickly and easily, happily
exchange knee-jerk reactions for considered ones in their information-seeking
practices. Still, whichever way they choose to go about their information seek-
ing, it is greatly dependent on the last factor on our list of the determinants of
information consumption: resources availability and costs.

Resources availability and costs

The central role played by information in today’s knowledge-based world has
brought to the fore the threat of potential inequalities among people, commu-
nities, organisations and states unable to afford the acquisition of the technolo-
gies through which information and knowledge are generated and disseminated
(Burkett, 2000). Indeed, a salient feature of contemporary developed nations
is a strong commitment to narrowing the digital divide in society. Thus, as
Macgregor (2005) points out, governments across the globe inject vast funds
directly, or indirectly, into large information creation and digitisation projects
and make freely available web-based value-added reports, documents, legisla-
tion, health advice, community information and news coverage. The afore-
mentioned roll-out of the UK digital health services programme is a case in
point (Nicholas et al., 2007a). Aimed at making health information accessible
to the general public, large segments of which had been generally starved of
such information, the Department of Health (DoH)’s initiative was meant to
result in the provision of widely accessible digital health information and
advice services, this through various platforms utilising the rapidly emerging
ICTs: the web, touch-screen kiosks and digital interactive television.
Concurrently, governments, at least in the developed countries, make every
effort to ensure that every citizen has the resources and skills necessary to
access and use digital information. Thus, for example, one of US President
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Barack Obama’s first initiatives upon taking office was the extension of broad-
band internet service to rural and underserved areas at a cost of billions, with
the express purpose of expanding the information superhighway to every corner
of the land. This, according to the New York Times, will ‘give local businesses
an electronic edge’ and offer residents ‘a dazzling array of services like online
health care and virtual college courses’ (Herszenhorn, 2009). Much along the
same lines, the Israeli Government, explicitly seeking ‘to improve the quality
of life in the country’s outlying communities’, has started and strongly supports
the ‘computer for every child’ project (www.maly.co.il), which, in point of fact,
is directed at a far wider range of population groups, from early childhood to
golden-agers. These are but a few random examples, for municipalities through-
out the world provide free wireless access to promote information-seeking
behaviour.

The developments in this direction are obviously of great benefit for today’s
information-hungry people, although, as Burkett (2000) suggests, telecommunica-
tions may be able to overcome all the major technical barriers preventing
access to information, but technology will never address the human psycho-
social, emotional and cultural dimensions of communication and interaction,
without which the challenges of equity cannot be fully met. Be that as it may,
what is more of our concern here is that today’s information-enfranchised
general public have at their disposal a host of information systems and channels
at a considerably lower cost than ever before. Gone are the days when the fat
information pipes were reserved for academe or for undertakings where infor-
mation was seen as having a direct and immediate financial return, such as
stockbroking. Indeed, if in the past organisations were quite likely to demon-
strate an aversion to spending money on information, this is clearly no longer
the case. Thus, for example, up until a few years ago UK Social Services
departments went without libraries and information systems, despite having
budgets — admittedly tight ones — stretching into millions of pounds. Not any
more, though: it may have been political and economic pressures, or perhaps
a real ongoing need for information for successful work performance, but the
culture has completely changed. These days putting new field social workers
on the streets is no longer held to be a higher priority than providing the
existing ones with facilities for improving their access to information.

True, where the financial aspects of information provision are concerned,
we find ourselves in wholly new (and rather absurd) circumstances, as Nicholas
et al. (2003b, 30) point out: © ... it is not the information or content providers
that are making anything out of digital information provision but the tele-
coms companies ... ~ (of course, it is the ISPs now). ‘Could you imagine a
world in which supermarkets gave their produce away for free and the coun-
cils charged you for access to the roads that led to the supermarkets? No, well
that is the situation we have in cyberspace.’ It is hardly surprising, then, that
as Macgregor (2005, 18) contends, © ... the expansion of information over the
past decade or so has entirely extricated information from the concept of
value ... [the] existing user perception [is] that the creation of information
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incurs no costs and that high-quality information should always be available
for free’. Indeed so. Take, for example, the case of academics: as Herman’s
(2005) findings indicate, with all that researchers expect very swift and prompt
delivery of information, only a scant minority of them (one-fifth of the parti-
cipants in her study) are prepared to spend any of their hard-to-come-by
research money on speeding up the process of obtaining some necessary
information.

It may thus run contrary to expectations, but while the web offers a vast
array of information sources at no direct cost, and even in academic publish-
ing there is an Open Access crusade (Suber, 2007), information does not
invariably come free, especially since computers, printers, modems, telephone
lines and rental charges cost money. Still, from the point of view of the indi-
vidual information consumer, circumstances have clearly changed con-
siderably for the better. First of all, the expenses involved in computerisation
and networking have been steadily and markedly declining for quite a few
years now. Also, as we have just seen, the expenditure required for the acqui-
sition of both equipment and content is often subsidised. All in all, then, not
only do seekers of information now have at their disposal mobile, real-time
and interactive systems in the home, instead of yesteryear’s static, archival
systems in public or work places, but these systems are also much more
affordable, compared with their predecessors.

As this chapter has highlighted, each and every information need situation
is shaped by an amalgam of personal and situational factors, which coalesce
to form a unique problem recognition and resolution process. This, obviously,
makes for the great variability and dynamic nature of the data, which sent the
information professionals of yore scurrying to the safe haven of traditional
need (user) survey-generated stereotypes of user behaviour. True, it is ques-
tionable whether, outside research science, any of these stereotypes existed,
but they certainly made librarians’ life so much easier. Fortunately, today
there is no reason to go on shying away from studying need and information-
seeking behaviour. First of all, as people’s information-seeking activities
mostly take place in cyberspace, we are able to follow their footsteps more
closely than ever before, gaining in the process unprecedented insights into
the ways in which their needs and coping tactics differ. No less importantly,
we have at our disposal the know-how, as well as the ways and means to bring
about a fundamental transformation in the defunct ‘one size fits all’ policy of
the past, providing instead custom-made, personal information infrastructures,
tailored to the distinctive needs of individuals.



Template: Royal A, Font: ,

Date: 02/09/2009; 3B2 version: 9.1.470/W Unicode (Jun 2 2008) (APS_OT)
Dir: P:/eProduction/WIP/9781857434873/dtp/9781857434873.3d

Collecting the data

Having seen the conceptual perspective-driven, but very much field-work based
tenets of the individual centred approach to the assessment of an information
need offered here, we now turn to the practicalities of its application. More
specifically, to the various data-capture methods available, for methods deter-
mine results, and this is never truer than in the case of information needs
assessments, which probe beneath the visible surface of people’s actual behaviour.
Indeed, the methods utilised for collecting the data are a crucial measure of
the quality and worth of the picture of need with which we are presented.
Therefore, a basic understanding of these methods is of considerable benefit
to anyone interested in the significance of a particular information needs
exploration: it provides the ability to judge some information on the merits of
the validity and reliability of the process by which it was obtained. In today’s
information-conscious world, developing this ability is, of course, absolutely
crucial, which is why it is, as it should be, at the heart of any information
literacy or digital literacy instruction programme. Obviously, where informa-
tion professionals are concerned, the importance of familiarising themselves
with the available data-collection methods and techniques goes beyond that:
after all, being the ones who take decisions, determine policies and act on the
basis of information needs studies, they have to be well aware of the value of
the data they build upon. As they are also the ones who initiate and plan, at
times even carry out, needs/consumer studies, understanding the ins and outs
of the methods and techniques appropriate for the purpose enables them to
choose wisely when they embark on such ventures.

True, it must be noted here, deciding on the appropriate data-collection
method is not always a straightforward process of weighing up the inherent
advantages and disadvantages of a method for addressing a given research
question. Other considerations inevitably come into play, too: costs, obviously,
but also the information community to be investigated (there is little chance
of getting, say, busy practitioners like journalists, politicians or lawyers to
subject themselves to the kind of examination that students may agree to —
diaries, for instance). Thus, sometimes there is little choice but to accept what
is to hand and/or what is cheap. To complicate things even further, the use of
different methodological approaches (methods triangulation) is, as we have
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already noted, an inescapable imperative if we are to achieve the powerful,
holistic and comprehensive portrayal of people’s information needs for which
we aim. This, because such methodological pluralism is the only way to coun-
terbalance the flaws and weaknesses inherent to any given method with the
strengths of others. It is particularly important to combine both qualitative
and quantitative methods when setting out to determine people’s information
needs: the former serves exceptionally well for capturing what individuals’
information-related experiences mean to them, in their own terms and on
their home turf, too, whilst the latter makes it possible to establish the extent
to which the insights thus derived are generalisable to a wider population.

All this clearly adds up to a very real need for professionals to acquire a
good understanding of the various data-collection methods available for use,
although, as we have seen, a basic appreciation of these methods should not come
amiss to lay people either, seeing that we are all librarians now ... This chapter
sets out, then, to lay the foundations for a working knowledge of the key data-
collection methods: (1) interviews, which, held as they are to be the most
appropriate for unearthing data on information needs, are given a considerably
more expansive treatment; (2) observation; (3) diaries; (4) questionnaires; (5)
citation analyses; (6) web log analyses.

Interviews

Considered the ‘bread and butter’ of qualitative evaluation and an important
source of qualitative data, interviews are uniquely suitable for probing
beneath the surface in order to solicit detail and provide a holistic under-
standing of individual points of view (Bawden, 1990). As such, they are par-
ticularly suited to gathering data on information needs, which, by definition,
refer to imprecise, far from concrete and not easily definable notions. They
can probe for both qualitative and quantitative data, throw up unexpected
findings, which were not asked about, and, unlike other methods, allow for
studying not only users, but also non-users. Indeed, where information need
investigation methods are concerned, the interview is undeniably the real star.
It is very much a case of horses for courses. If need is the horse then the
interview is the course, offering, as it does, a fuller, richer and possibly more
trustworthy source of data than all the rest. With the people interviewed given
the opportunity for musing out loud on needs, wants, requirements, practices
and routines, as well as for voicing concerns, the evidence gathered certainly
holds the potential for providing a true-to-life, multifaceted snapshot of
information needs and their role in triggering information behaviour.
Another great advantage of interviews, at least from the point of view of
researchers needing to procure data from people, is that with interviews high
response rates can be obtained. In fact, it may be the only method for getting
information from some people, especially high-status ones. To be sure, if per-
suading people to participate in surveys is far from being an easy task in
general, getting VIPs or even busy practitioners to fill in questionnaires is
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often simply doomed to failure. There can be, however, much less of a problem
obtaining their agreement to be interviewed, especially if it is over lunch or
coffee. A student of one of the authors, interested in soap operas, discovered
this for herself when she managed to obtain interviews with the editors of
Neighbours, Coronation Street and Brookside. The only problem that remains,
then, is pinning people down to a time to interview them, something which
sounds easy, but frequently, as it turns out, is not.

There are many types of interview: the street/shopping mall interview, so
liked by polling organisations and market research companies, which is really
nothing more than a spoken questionnaire; the telephone interview; the group
interview, including the very fashionable focus group; and the one best-suited
for our purpose here — the face-to-face, open-ended, in-depth interview.

The face-to-face, open-ended, in-depth interview

Characterised by their open, wide-ranging questions and their loose, flexible
and unstructured format, interviews belonging to this category are particu-
larly useful for information needs evaluation, affording as they do plenty of
opportunities to question, explain and reflect. Indeed, they often yield genuinely
new and authentic data: facts, certainly, but also attitudes, opinions and exam-
ples. The observational opportunities, which are, of course, part and parcel of
the face-to-face interview situation, serve to further enhance the rich data thus
obtained. This is especially the case when the interview takes place in the inter-
viewee’s natural surroundings, as it should. Stepping into someone’s office,
workspace or home can double the researcher’s information, treble his/her
insight. The non-verbal communication component of interviews can also serve
to complement the picture, indicating, for instance, how strongly people believe
in what they are saying.

Crucially, too, the data come in the interviewees’ own words. This is quite
an advantage over other research techniques, most notably questionnaires,
which too often shoehorn individuals into forms of words devised by the
interviewer. It is not only that users might never have expressed themselves as
they do in reply to the questions posed to them, but, all too often, the researcher
puts words in the mouths of the people being interrogated and then proceeds
to describe what ‘they’ said; that is just a little incestuous. Not so here: with
the interviewees allowed to express freely, and in their own terms, what they
consider to be the important issues, the intrusion of an unwanted or unwar-
ranted bias is avoided. Indeed, the real gems to be quarried by the method
are forms of words, expressions and quotes. They are the diamonds in this
methodological mine.

Thus, the greatest plus of the open-ended, in-depth interview is the space
people are given to air their views as they see fit, without the constraints
characterising other, more rigidly structured data-collection methods. How-
ever, this should not be taken to mean that there are no real rules to inter-
viewing. Quite the opposite, in fact: not only are there rules, but they have to
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be adhered to meticulously if the interview is not to become stilted, boring,
uncomfortable and, inevitably, unproductive. True, there are no prescribed or
familiar lines of questioning — certainly not the sort that lend themselves to
the satisfied/unsatisfied formula so beloved of quantitative researchers. In fact,
whilst the structured interview, with a long list of quite specific questions,
provides a high degree of security and confidence (a methodological comfort
blanket), the open-ended interview poses the challenge of sustaining a long
conversation around a very general opening line, with the momentum kept
going with the use of gentle prompts. Indeed, the ratio of interviewer-to-
interviewee contribution should be 10:90, at most 20:80 in the case of reticent
interviewees or non-users, where more prompting might be needed.

Obviously, then, much depends on the interviewer, for although with all
interviews the presence of the researcher of necessity affects what is said and
done, in the open-ended, unstructured interview, it must be tenfold so. The
interviewer, required to probe for data in unfamiliar territory outside his/her
control, asking (often personal) questions for which there are no stereotypical
responses and relying on the dynamics of the interview process to reveal as
much as possible, has to tread particularly carefully — hence the need for
playing by the rules.

First of all, since the researcher is going into the fray with a small number
of broad questions and relying on the dynamics of the interview process to
reveal as much as possible, it is absolutely essential that the people being
interviewed should feel free to offer any observations and talk in general
terms about the subject under discussion. This is contingent on creating a
relaxed atmosphere throughout the interview, although that is clearly easier
said than done. Undesirable formality and artificiality can creep in despite the
interviewer’s best efforts, especially when the interviewee is reserved or simply
taciturn. Also, the need for some sort of recording apparatus, whether visible
or not, may serve as an unfortunate reminder of the formalities involved, as
does the fact that interviewees are well aware that they have been invited for a
purpose. Still, small talk at the beginning of the interview usually helps to
establish rapport and if the interviewer is genuinely interested, curious and
understanding, the coveted easy mood is attainable.

Sometimes, though, the hoped-for relaxed, informal atmosphere cannot be
established because of a presumed shortage of time on the part of the inter-
viewee. Now, time is an important part of the method’s success; so much so
that reducing the interview length is, as a rule, quite inadvisable. Needs
interviews are typically of around 30-60 minutes long, but they can last 90
minutes if the interviewee is particularly talkative, or is known to the inter-
viewer. Conversely, they can be completed in 15-20 minutes, if a person’s time
or patience is limited, or where the interview pertains to a single search query.
Thus, where there is a shortage of time (real or assumed), the interviewer may
have to forgo the use of the customary techniques for enlisting the inter-
viewee’s good will and readiness to co-operate. A valuable ‘shortcut’ then
would be to pose a neutral, balloon-type question, such as: “The authority/
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validity of information has merited a lot of discussion recently; what is your
opinion on this?” This has an obvious value of ‘helping’ those for whom
information plays a small part in their priorities to declare as much, while still
permitting enthusiasts to put their case with relish. A similar approach is to
place before the user an item of relevance in the news, say, an article on
‘dumbing down’, and build a line of questioning around it. This requires some
preparation, but newspapers provide an excellent source of questions. How-
ever, when the normal preliminaries do indeed have to be dispensed with and
the points be made very quickly, the interviewer sometimes resorts to an invo-
luntary adoption of a question and answer-type formal interview, in an attempt
to avoid interviewees thinking the exercise is a mere ‘chat’ and, as such,
something of a time waster. This, obviously, may come at the expense of the
stress-free atmosphere so vital for the success of the interview.

Another imperative of interviewing is the onus on the researchers never to
convey, whether intentionally or unintentionally, the impression that they are
promoting the commodity, system or idea (information in our case) about
which they are enquiring. If they do, they will be typecast and the interviewee
might well try to please, or, in the case of non-users, either lie or shut-up
completely. One tried and proven way of overcoming the problem is starting
by questioning the interviewees about a relevant aspect of their lives, their
job, for instance, and the problems they are experiencing in this context. Once
users find out the questions are about them and not about the researcher (or
his/her systems), profitable lines of communication open out.

Moreover, setting things in motion by requesting people to recount their
experiences in the context of a specific activity — on a typical day, perhaps —
inclusive of the problems or difficulties involved, often spontaneously leads to
a discussion of past and present information needs and behaviour. Thus,
although statements concerning information need are seldom on the tip of the
tongue or crafted with well-chosen prose, the information component of an
activity, largely of an implicit nature as it is, becomes more easily retrievable
to consciousness. In fact, virtually everything turns out to have information
needs and information-seeking connotations. Sources of information and sys-
tems are mentioned as a natural part of the discussion, with anecdotes, cases
and examples alerting the interviewer to characteristics of information needs
and practices. True, the flow of information may at times be staunched by
problems of privacy and confidentiality. Thus, discussing e-mail (to whom?
how often? why?) may appear intrusive, as it would with ‘conventional’ mail.
Also, in some lines of work people are often quite reluctant to discuss what
they are doing. For example, journalists, analysts or politicians are not noted
for their openness concerning the material on which they are currently work-
ing. Fortunately, reassuring participants that their privacy would be scrupu-
lously safeguarded often suffices to solve the problem and it also goes a long
way towards setting the tone of the interview.

Even when the discussion ignites readily and flows without restraint through-
out the interview, with the interviewees coming forward with information
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willingly enough, probing remains an essential part of an open-ended interview.
How else can the researcher encourage further communication, show interest
and make a direct bid for more information? Probing questions are particu-
larly important for following up an interviewee’s responses, for getting to the
depth and detail of information required. Obviously, they are also instru-
mental for overcoming the problem of incomplete replies, for participants are
understandably unable always to give complete accounts of their information
need. It is noticeable how many interviewees apologise for not remembering
more, saying something like: ‘I use the internet much more than I’ve descri-
bed ... I can’t remember any examples ... I'm afraid I’ve got a poor short
term memory’.

A vital component of the interview situation such probing questions may
be, then, but they must be asked sensitively to avoid discomforting the inter-
viewee. What is required from the interviewer is motivation and direction, but
without giving any signs that some responses are more acceptable than others
(otherwise it is back to the pitfalls of conveying the impression that the
researcher is promoting the commodity, system or idea under consideration).
Postural signs of interest and acceptance — like nodding of the head — have a
big role to play, especially in noisy workplaces. Brief assertions of under-
standing and interest, assenting comments like, ‘I see’, ‘um-hm’, can also help
things along, especially for indicating that the answer is on the right lines, but
has not been answered fully. It is quite possible, however, to go further and be
rather more directional, whilst still retaining neutrality, as in: ‘In what way
were your needs not met?’ Silence can also be an effective — though sometimes
disconcerting — probe, encouraging the interviewee to contribute more. Mir-
roring the thoughts of the interviewee can be very useful too. The process
allows interviewees to see what they said more clearly and to make mod-
ifications if their words were interpreted mistakenly or if they were hurried
into saying the wrong thing.

Apparently, then, no detail concerning the interview is small enough or
marginal enough to safely go unnoticed. Take, for example, the appropriate
method for capturing the data. The technique used for the purpose — note-
book or recording device (or both) — can prove to be central for the success of
the open-ended interview.

Obviously, if the real data diamonds — the quotes — are to be captured, then
some recording is necessary. Also, if an interview session is being recorded,
then the interviewee is freer to think about the next question or interact with
the interviewee. However, the technique does not come without some draw-
backs. First of all, interviews are intrusive anyway; recording them may make
them seem doubly so (an interviewee of one of the authors was so wary of
being recorded, that he recorded the interview too). Also, when people are
conscious of the fact that every word they utter is being captured for further use,
they might feel very uncomfortable indeed and, in consequence, their responses
might become stilted or evasive. In fact, some interviewees — especially non-
users — might not respond at all, in the case of the latter, frequently because of
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a sense of failure, which they are not keen to ‘broadcast’. Although this is cer-
tainly the least of the problems that may arise, recording can prove a distraction
in an interview situation (especially if a tape needs changing). A pocket memo
recorder, with a lapel microphone, which could also be detached and placed
on a holder on a table, can make recording rather more discreet. A final point
related to recording, which, however, is bound to be of real concern for the
researcher, is that transcription times can be horrendous (four-to-six hours
for each one-hour interview). This is especially problematic when several
hundred interviews are being conducted. However, with rapid developments
in voice-recognition software, this last problem will, one hopes, fade away.

The big advantage of a notebook, as opposed to a recording device, is that
it is not so obtrusive. Also, it can be taken out quickly (for the impromptu
interview) and, since the researcher tends to do some editing as he/she goes
along, less typing is involved later. People are also generally impressed by the
fact that something they said was so important as to warrant the interviewer
taking it down. So much so, that it is advisable to take notes even during
recorded interviews, to add a degree of authority to the respondents’ answers;
notes come in very handy indeed as a back-up in case of poor-quality
recording, too.

Very interestingly indeed, with all the difficulties that may present themselves
in an interview situation, interviewees often see it as an enjoyable experience.
They find the questioning — and the periods of reflection that go with it —
intriguing and stimulating, and often come out of the interview feeling that
they have been involved in an (information) counselling session. Wanting to
know how they did or talk about the interview afterwards is a typical reac-
tion. Indeed, when the pressure of being recorded and being ‘formally’ inter-
viewed comes to an end, many interviewees open up and provide additional
valuable information, generally about the wider issues — the way information
technology has changed their workplace, for instance.

However, this, no less than the quality of the evidence obtained, depends to
a considerable measure on the interviewer’s conduct of the interview. Indeed,
with all that the researcher should take a back seat in the course of the
interview, allowing the interviewees to lead the way and go wherever they
want to, he/she needs to be very much in control of the data-mining process
underway. This is best done through the use of the need framework proposed
here, not so much as an interview schedule, but more as a template through
which data can be fed and evaluated. The framework draws the interviewer’s
attention to the data he/she needs and the relevance of the data being volun-
teered; it acts as a filter, a place to collect and classify data. The researcher
can simply take each comment made, mentally run it through the analytical
framework and tick it off. During a well-run interview, data are likely to be
volunteered on most, if not all, of the needs topics, as the following example
amply illustrates.

This is what an interviewee said in result of a question concerning infor-
mation overload, which followed on from his mentioning the information
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inputs that came into a newspaper: ‘The presence of such vast quantities of
information can lead to problems other than trying to digest/process it. Indeed,
it can lead also to an unbalanced view on events. For the danger is to rely on
the incoming paper flood and in so doing obtaining a far too institutional
viewpoint on events. Take the example of The Guardian’s Education corre-
spondent. For a start he would get about a metre and a half of post a day.
Masses will be coming from educational institutions, from pressure groups,
trade unions. It is all institutional, it’s all about providing education — little of
it is consumer oriented. It is not about what is going on in the classrooms, it’s
not about what parents are wanting etc. To get that information you must
leave the office. But that takes a tremendous act of will, for the pressure is to
stay in the office and read the post and take the phone calls’. Apart from the
graphical description provided, the answer also discloses an unexpected con-
nection between information overload and the viewpoint of information
sources.

In any case, the framework can alert the researcher to topics which may not
have been covered in the course of the interview. These can be swept up at the
end, via direct questioning. By this time, when a bridge has already been built
and an understanding achieved, the interviewees should be so immersed in
talking about their work or problem (and its information requirements) that
they lose their inhibitions and are sure enough of their ground not to be easily
led. Also, returning to the interviewees, full transcripts of their interviews can
provide much help with obtaining more complete and richer data.

Once the necessary evidence has been gathered, with the researcher taking
good care to ensure that the interview approach remains consistent between
interviewers and across different interviewees, the information needs analysis
framework proposed here can be put to good use again. Used at this stage as
a template for identifying and classifying the central themes recurring in the
data at hand, the framework enables the systematic performance of cross-case
analysis, aimed at disaggregating the accumulated evidence into its thematic
components according to the 11 aspects of an information need.

The group interview

Group interviews embody many of the qualities and virtues of the open-ended,
face-to-face interview. Similarly characterised by a free range and high levels of
interaction, they come in especially useful when time and funds are restricted.
Also, and this is perhaps their greatest advantage over the one-to-one inter-
views, group interviews tend to have legs and can run on irrespective of the
intervention of the interviewer. The interviewer can sit back, observe and note
the interaction between interviewees. Indeed, in many respects the interviewer
takes on the role of referee. As the role of the interviewer is thus diminished
and less instrumental in the proceedings, the opportunities for spoon-feeding
and bias are reduced. Also, group interviewing provides for triangulation: it is
clear by looking at the rest of the group whether the others accept a view that



Template: Royal A, Font: ,

Date: 02/09/2009; 3B2 version: 9.1.470/W Unicode (Jun 2 2008) (APS_OT)
Dir: P:/eProduction/WIP/9781857434873/dtp/9781857434873.3d

142 Collecting the data

is being expounded. Consequently, group interviews yield reliable data for
establishing frames of reference for interview schedules and questionnaires.

Moreover, and this is another considerable plus of the method, people like
group interviews because, bolstered as they are by their friends and collea-
gues, they feel less threatened. Participants who might feel intimidated in a
téte-a-téte situation, especially when the interviewer is older or perceived as
more senior, soon lose their inhibitions in a group. Children, though less likely
to subscribe to the perceived expectations of the interviewer anyway, are a
case in point. By the same token, a lot of help can be expected in the clarifica-
tion of the issues being considered: participants rephrase and explain questions
on behalf of other members of the group who might not have understood the
crux or objective of the question.

There are, though, two main technical problems associated with group inter-
views: firstly, it is far from easy scheduling things so that you can get six or
more busy people together; secondly, transcribing a recording on which many
people are speaking, sometimes all at once, is not easy and takes a long time.

The very fashionable focus groups, courtesy of the media publicity that has
arisen in result of their use by political parties in taking the political pulse of
the voting public, are a form of group interview: discussions set up to explore
a specific range of issues, most notably consumers’ views and experiences with
regard to a particular hot topic. They may be made up of people from a pre-
existing group (students, for instance) or of complete strangers to one another.
It can be advantageous to recruit participants who do know each other — that
way they can relate more easily.

Focus groups differ from the generic group interviews in that they have a
moderator or facilitator, rather than an interviewer. The role of the moderator
is to keep things flowing, encourage interaction and ensure that things emerge
spontaneously. The question and answer format is jettisoned and the partici-
pants replace the interviewer as the dynamic. In result, the data generated are
said to be richer and more authentic, and with good reason, too: after all, the
spontaneous responses of the participants are bound to reflect more directly
the workings of their minds. The key to success, then, is to ensure that every-
body participates, feels relaxed and a momentum is established. This is best
done via ice-breaking, autobiographical introductions and/or the handing out
of some material to serve as the springboard for discussion. The timing of
moderator interventions is, plainly, important too.

Telephone interviews

Telephone interviews have been gaining popularity for quite some time now.
As people feel more and more comfortable about conducting business over
the phone, they increasingly tend to treat phone interviews as a conventional
way of giving out information. Nonetheless, such interviews do not sit well
with everyone, because there is still a sense of double glazing-selling about
them, although probably less so where the questions concern information
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needs. In any case, setting the interview up for a specific pre-scheduled time
lends an air of seriousness to it all, which often solves the problem.

From the point of view of the researcher, conducting interviews over the phone
is certainly an attractive option, for the spontaneity of face-to-face interviews
comes here at a much lower price: there is no need to travel. All it takes for
the technique to succeed, at least according to telesales people, is an assertive
attitude on the part of the interviewer and giving the interviewee a sense of the
importance of the exercise. However, the opportunity to take note of messages
conveyed via body language is lacking in these interviews and, as phone calls
are bound to be shorter, the possibility of obtaining evidence is more limited.
Also, talking on the phone and taking notes at the same time is not casy.

Having seen the considerable benefits of interviews for capturing data on
information needs, we now come to a method that often plays an important
preparatory part in their implementation: observation.

Observation

Observation is best suited for preparing the ground for an interview or a
questionnaire study, as it provides the investigator/question framer with an
understanding of the circumstances surrounding the objects being studied.
The evidence obtainable is a direct and unfiltered/unedited portrayal of the
situation — along the lines of watching a play rather than asking the actor
what happened. Indeed, since people are not being asked questions, formalised
language does not impede the reliability of the emerging data.

In the context of information needs and practices, observation is a parti-
cularly suitable method for gathering basic evidence as to how, when and why
information is used in a specific setting. Plainly, the need to witness the whole
information process unfolding and to see the live interaction between an
individual and system, source (human or documentary) or intermediary means
that consumers have to be observed in a situation in which a lot of informa-
tion is being transmitted and received. The great attraction of the method is
that the people being surveyed do not have to do anything other than give
their permission to be observed — not always forthcoming, of course.

There are, though, problems with the method. First of all, the very act of
observation changes the nature of what is being observed. It may interfere
with normal behaviour and provide a false, ‘on my best behaviour’ picture.
Anyone who has been visited by the numerous panels of inspectors that
inhabit all levels of education these days will know that it does change things:
lectures start on time and lecturers turn up in suits. Proponents of the method
argue that while there is indeed an initial period of unreality, this soon goes as
the subject gets used to the shadow.

Beyond that, observation does not work very effectively when subjects are
inactive or if they spend long times at a single activity, which is not directly
related to the behaviour being observed, say, in our case, writing, when the
focus of the investigation is information seeking. It works best in busy
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environments, where the observer is easily forgotten, for example, in the open-
plan newsrooms of newspapers.

Observation will not be very effective either if the status of the observer
imposes a threat to the subjects under scrutiny. Imagine being observed by
your boss — there is an implicit judgement being taken about your performance.
More than one observer, and the feeling of threat increases considerably.

There is also the problem of accurately describing and interpreting an
event. So much is likely to happen while an observation is taking place that
there is a need to focus only on the things that pertain directly to the obser-
vation brief. This cannot be easy when studying communication, because
much of what happens could be of value — something which cannot always be
foreseen. Also, interpreting behaviour is inevitably subjective and contingent
on the investigator’s perceptions. Take intent as an example: a group member
is asking a question concerning the implications of a proposed solution to a
problem. An observer ignoring intent might classify this as information seeking,
but one who takes intent into consideration might code it as attacking the
solution.

Finally, observation is extremely time-consuming. So much so, that it can
only be undertaken on a small-scale basis, which renders the method quite
unsuitable for collecting data for any purpose other than laying the foundations
of an interview or questionnaire survey; it is certainly not the appropriate
technique for collecting generalisable data.

Diaries

In a methodological sense diaries are simply self-recorded observations of
events, activities and thoughts, recorded either in a structured format or in a
free-flowing account. Hardly surprisingly, then, the two methods, diaries and
observations, have many advantages and disadvantages in common, although
diaries have their idiosyncratic features, too.

For the researcher, the main attraction of diaries is the opportunity the
technique affords to collect a lot of data over a relatively short period of time.
Moreover, the return for the truly little effort involved (at least on the part of
the investigator) is ample: the data yielded are very specific and very close to the
point of action. Indeed, actions and reactions to events can be recorded at the
time of occurrence, something which allows for getting at people’s actual
intentions in order to compare these to the eventual information outcomes.

Still, there are some quite significant problems associated with the use of
diaries. There is the issue of authenticity and bias — the editing of events by
the diarists at a conscious and subconscious level. There is also a question
mark over the accuracy and completeness of diaries. To what extent can
people, busy as they are, be expected to maintain them diligently?

The successful utilisation of this technique requires a particularly high degree
of co-operation, which renders the recruitment of participants, tricky at all
times, even more difficult. Volunteers thus tend to be a small, self-selecting



Template: Royal A, Font: ,

Date: 02/09/2009; 3B2 version: 9.1.470/W Unicode (Jun 2 2008) (APS_OT)
Dir: P:/eProduction/WIP/9781857434873/dtp/9781857434873.3d

Collecting the data 145

group and, in result, obtaining a representative sample can be even more of a
problem here. What is more, since maintaining motivation and interest over
time is difficult, and there can be a big drop-out rate, these groups tend to become
progressively smaller and even more self-selecting. One solution is to use a
large sample over a relatively short time period. Another solution is to pay
people for their co-operation (on completion, of course).

Apparently, then, the various quantitative methods — interviews, observation
and diaries — have considerable benefits for information needs analysis, either
for pathfinding, that is, for pinning down tentative patterns of information needs,
usages and problems, or for rounding out, enhancing and bringing into sharper
focus the picture obtained via other methods. However, since these techniques
can only yield restricted-scope data, the need for generalisable quantitative
evidence inevitably brings about the use of other methods as well.

Questionnaires

Any attempt at capturing a broad and valid picture of information needs thus
clearly necessitates surveying large numbers of people, who are also often
geographically scattered. Questionnaires are perhaps the best-known techni-
que for doing so; indeed, time and resources often dictate that questionnaires
should be used for the purpose, especially nowadays, given the internet’s
ability to reach out to a huge population with ease — and with little cost.
However, this tried and proven method has other, quite significant advantages
as well.

First of all, if we look at questionnaires from the researcher’s angle, when
large numbers of participants are recruited (a not too easily accomplished feat
in itself, as we are about to see), questionnaires can provide copious amounts
of quantitative and outwardly impressive data, which then serve to generate
numerous tables, graphs and figures. Also, at least some of the work is done
by the people canvassed.

Questionnaires have their benefits for the people being questioned, too.
Obviously, the method is a boon for the shy and timid, but it can appeal to
almost everybody because the personal factors are largely removed from the
questioning process and there is no rush to it — people are usually given time
to consider the questions and to collect the necessary data.

However, there are also quite a few problems associated with the method.
The chief among them is that it is extremely difficult to produce a good ques-
tionnaire. More specifically, it is very difficult to formulate questions that are
completely free from excess verbiage, unclear or ambiguous wording, emotional
charge, leading or biased phrasing and unnecessary jargon. In any case, it is
very difficult to be certain that people understand the line of questioning
taken; however, when a conscious attempt is made to simplify, questions can
become lightweight — sometimes not really worth asking. In particular, attempts
to obtain use/needs data can descend into vague categorisation, along the lines
of ‘satisfactory, very satisfactory’. Still, being well aware of the likelihood of
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such problems cropping up in a survey makes it possible to take appropriate
measures to prevent them.

One solution for the problem is piloting the questionnaires in interviews, in
an effort to identify potential difficulties. Ideally, the pre-testing procedure
consists of two phases. In the first phase participants are requested to fill out
the questionnaire while ‘thinking aloud’ and commenting on it. The recorded
sessions of their musing aloud on the questions presented to them, deliberat-
ing the different options and voicing their doubts, serves as the basis for
amending the survey instrument. In the second phase of the pre-testing pro-
cedure the last revised version of the questionnaire is filled out under realistic
conditions, although the participants are asked to let the investigator know of
any difficulties encountered. Thus, the questionnaire is revised and modified
after each session, resulting in an incremental pre-testing process.

Another problem that often creeps into a questionnaire survey is that
response rates can be notoriously low, especially where busy practitioners are
concerned (bulging in-trays and long lists of unread e-mail messages tend to
compete for attention and have a habit of burying questionnaires). Brevity,
prizes (book tokens, for instance), offers of a copy of the survey findings,
chasers, good timing and an promise of anonymity can all improve response
rates. However, the best response rates come from a well-designed ques-
tionnaire that engenders interest on the part of the respondents and goes to a
group that has not been targeted before, in particular if they feel that they will
benefit directly from the exercise. Probably the most extensive questionnaire
study on the topic of information needs was conducted as part of the Inves-
tigation of the Information Requirements of Social Sciences (INFROSS)
research project (Line, 1971). During this project over a thousand individuals
filled out questionnaires of nearly a hundred pages in length. This level of co-
operation is highly unusual and is largely explained by the fact that the target
group — social science academics, were experiencing big problems in coming
to terms with an information explosion that resulted from the expansion in
higher education, which occurred at the time, and felt that their answers
might lead to an improvement in their condition. The fact that they were
largely an uncanvassed group helped too.

Having looked at questionnaires, the one technique almost intuitively
associated with the collection of quantitative data, we now come to another,
perhaps somewhat less familiar method of data collection, at least outside
academe: citation analyses.

Citation analyses

Citations provide large quantities of stark and bald evidence of information
use. Interestingly, though, while citations are used as a surrogate for use data,
they actually represent a qualified form of use. Documents may be consulted,
that is, used, but not cited, because they are rejected on grounds of value or
direct worth. It is not simply the poor papers that are rejected, either: those
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that have already gone into the general consciousness no longer have specific
ideas, statements or quotes attributed to them. Plainly, there are also cases
where items are not used, but still get cited — students might refer to items in
the lecturer’s reading list or authors might mention their own publications
(self-citation) as a boost to their reputation and intellectual standing.

Generally speaking, though, someone who cites a work has read it (used it).
What is more, the user has selected the cited paper from a group of other
works, so there is a quality and relevance judgement operating here, too; indeed,
citations are also taken to be indicators of value and worth.

From the researcher’s angle, citations can be a real methodological boon,
for they form a vast pool of evidence, which covers all subjects and all coun-
tries. What is more, the data can be collected easily and inexpensively, with-
out any special equipment or permission. In fact, the work is done by the
users themselves, for author-users leave behind a bibliographic fingerprint. To
boot, the database is relatively easy to analyse: the bibliographic record is a
standardised, highly structured and regulated piece of use data.

Still, citation analyses have their limitations.

The chief problems flow from the fact that citations only provide a limited
view of use for a relatively narrow band of specialist users. Obviously so, for,
as a rule, the publications that carry citations are academic in nature and the
data on their use are based purely on the activities of authors; non-academics
cannot, therefore, fully profit from the methodology. Also, citations do not
contain too many details: typically only author, subject, journal name, date,
publication form, country and language of publication can be discerned.

There are four major types of citation analyses: obsolescence/decay analyses,
subject analyses, country/language analyses and ranked lists.

Obsolescenceldecay analyses

One of the prime and most direct uses of citation studies is to determine how
far back in time consumers search for scholarly material. This is important
for publishers as well as for librarians, in helping them determine their poli-
cies. In the case of the former — the retaining and marketing policies of their back
files, and in the case of the latter, the selection (and weeding) of the information
they put at the disposal of their clients.

Just how important citation data can be emerges loud and clear from the
widespread misconceptions concerning the decay of scholarly literature. It has
long been thought that academics are more interested in the new, especially in
science and practitioner disciplines, where research, innovation and technol-
ogy render information obsolescent at a rapid rate. However, we now know
that this popularly held notion has been exaggerated by a number of factors.
First of all, the most recently published literature is subject to a much wider
range of uses, from current awareness to retrospective searching, whereas the
use of older items is much more restricted. There is also the problem of dis-
tinguishing between genuine decay and the appearance of decay given by a
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youthful rapidly growing subject field. Perhaps above all, as long as older
material was more difficult to access (back files are the last to go online), new
material was indeed much more likely to be viewed. This has led to the most
recent year (or two) of a journal accounting for the vast majority of uses. How-
ever, massive improvements in access to back files and search engines that
prioritise relevance over age have increased the visibility of older material,
bringing about a substantial use of back files.

Subject analyses

Subject analyses generate data of highly practical value for policy-makers in
charge of information systems and services: what subjects are being used; the
scatter of subject use — the extent to which scholarly consumers use a large/
small number of subjects; the extent to which consumers are dependent on
their own subject; and the subject fields most closely related to theirs. All this
assists information providers in determining their information selection and
organisation policies.

Countryllanguage analyses

Country and language analyses can show how international the need is: whe-
ther information flows across frontiers (are we truly part of a global village?);
the strengths of national relationships and how international a field is. How-
ever, international authorship and publishing can make it difficult to identify
nationality.

Ranked lists

Ranked lists refer to journal titles. Here the interest largely lies in the scatter
of citation over the journal population. Most analyses show a concentration
of use on a relatively small number of journals: a minority of the literature
accounts for the majority of use. This gives rise to the concept of a core literature.
At one time this data was thought to be of enormous value, for it enabled
librarians to cost their information provision on the basis of a library that
would meet 75% or so of the demands (citations) made upon itself.

Having taken a look at the more traditional techniques of data collection,
we now come to a more innovative method, web log analysis.

Web log analysis

With online searching having become a routine activity for millions and millions
of people, our ability to capture data on information need-induced behaviour
has moved into an entirely different league. This, because the digital footprints
that people leave behind them when they visit the web are automatically recor-
ded in log files, which can be collected to generate datasets of unparalleled
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magnitude in terms of size and detail. However, and this is a key point which
must be made at the outset, whilst web logs provide us with very valuable
evidence indeed as to what consumers actually do when they set out to meet
their information needs online, they can alert us to only a few characteristics
of people’s information needs, and then only imperfectly. Hardly surprisingly,
of course, for, as we have already noted, information use is by no means the
ostensible clean, hard, direct manifestation of need that it is so readily assumed
to be. Thus, it is the combination of methods appropriate for unearthing infor-
mation needs with methods suitable for monitoring the actual meeting of those
needs, which can yield the robust data for which we are looking. However,
first things first: what exactly are web log files?

Web log files are a record of everything that people do online: requesting stored
web page(s), viewing, searching, browsing and navigating. This information on
client (computer) activity is recorded automatically and routinely on server com-
puters and stored as a text file called a log file, where each line represents a single
request by the client on the server. A typical, unresolved line from a log file would
look something like this: 193.150.189.1. This is the Internet Protocol (IP) number,
which identifies the client computer (the user). The number can be translated into
a name, via a database of IP numbers and domain names called DNS (Domain
Name Services). A resolved name looks like: hadrian.guardian.co.uk, where
‘Hadrian’ is the name of a computer, ‘Guardian’ is the name of the domain name
organisation, ‘co’ is the organisation type and ‘uk’ is the country code.

The record made of client activity thus contains information first and fore-
most on users. The IP number, identifying the user, can be used to derive count
statistics on users and use as well as user and use profiles by location and by type
of organisation. Beyond that, the date and time (and its offset from Greenwich
Mean Time) of the transaction are recorded, too, which makes it possible to
identify approximately how long a given user has taken to read a page and how
long he/she has remained logged on to the site. The aggregated data on this, that
is, the total amount of use per hour, can serve to identify the time distribution of
users logged on over hours, days and months. In addition, the record contains
information on the type of request made, whether for a normal HTML page
or for forms and programs, and the page or URL viewed. A series of pages sorted
by time can, then, give us an idea of how the user has jumped from one URL
to another and, hence, some notion of how the user has moved and searched
through the site. Finally, the log records the number of bytes downloaded to
the client computer and the success or failure of the transaction.

All in all, then, web logs provide three types of data: on activity or use; on
information-seeking characteristics; and on users. What makes the method
unique, though, is its capability to yield data of truly enormous reach and detail,
for logs record each use of everyone who happens to engage with the system.
To researchers, generally starved of hard statistical data, the sheer volume and
level of specification that can be attained is beguiling. Survey-based investi-
gations can never hope to match log-based ones in this. To be able to describe
activity characteristics in terms of many hundreds of thousands of incidences,
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rather than tens of them, gives log studies a certain weight and authority —
not always warranted, of course. Still, with the population studied in its
entirety, at least the thorny problem of representative samples is solved; although,
of course, by definition non-users are not covered.

Indeed, the objectivity of the method is one of its strong points: logs tell it
as it was, providing as they do a direct and immediately available record of
people’s activities in cyberspace: not what they say they might, or would do;
not what they were prompted to say; not what they thought they did; not
what they remember they did; what they actually did do. Of course, users’
attitudes towards the investigator and/or the system he/she represents do not
affect the results, either.

The technique is unobtrusive, too: the data are collected routinely, auto-
matically and quite anonymously. There is no need to contact the user or obtain
their co-operation because the ‘users’ under investigation are computers, not
individuals.

Finally, a considerable attraction of web log-based data collection is that
the method does not involve a lot of labour; in fact, it is simplicity itself.
Unfortunately, though, the subsequent analysis of the data can be long,
painstaking and frustrating.

All this is not to say that web log analysis is free from problems. Just like any
other method, this one, too, has its drawbacks. Even the greatest attraction of
logs — the unparalleled size and reach of the evidence — comes with a snag:
web log-derived use counts are not completely accurate. First of all, there is the
problem of proxy connections, where a number of computers are connected to
the internet via a single IP number. Plainly, a single person or a group of people
may use this computer, but all use appears to come from the same ‘proxy’ user,
since users are identified by IP numbers. This, of course, leads to an under-
estimation of number of users and sessions. Exacerbating the problem is the
widespread practice of allocating computers in an organisation with a floating
IP address. With floating IP addresses, an IP address is allocated to a computer
as required and will be allocated to another computer when it becomes avail-
able. If a computer is allocated a floating IP address, the IP number cannot be
assumed to be associated with a particular computer; hence it is difficult to
determine whether an IP address represents a single computer or many com-
puters. Floating IP addresses make it particularly difficult to monitor/track a
user over time, rendering calculations based on repeat use inherently unstable.
The picture of use is further distorted by having a cache (the storage of pre-
viously viewed pages on the client’s computer), because repeat in-session
accesses to pages are made from the cache, rather than being requested from
the website’s server and, as such, they are not recorded in the logs. Similarly,
if someone views a full-text document in HTML format and then goes on to
view this item in PDF, proprietary software tends to count this as two views.

Logs also yield truly copious amounts of data, but of a rather superficial
nature. Yes, big numbers are there, but what it all means is not always clear.
Take the duration of a search session. What does it actually tell us? Does a
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slow search mean a poor search or a thorough search? Does a fast search
mean an efficient search or a skimpy search? Indeed, even determining what
actually constitutes ‘use’ presents some problems. With information seeking
on the web typically more in the nature of surfing than searching, as well as
characteristically imprecise, volatile and bouncing, many sites and pages are
visited, but not, in fact, put to actual meaningful use. Thus, a ‘hit’ — a line in
a log file, which represents a request by the client for a file on the server, page
impressions or pages downloaded — presents a very crude, at times misleading
picture of use. This is all the more so since a single page viewed on the client’s
machine can generate several transaction hits on the server because each
image is downloaded as a separate request to the text. Another difficulty
arises from the fact that, as far as the logs are concerned, nobody logs off on
the web, they just depart anonymously. Therefore, session ends have to be
estimated, as does the time spent online.

However, perhaps the biggest problem of them all is that web logs provide a
record of computers interacting with computers, not an individual interacting
with a computer. It is a user ‘trace’, really, a computer, an IP address, not a
real user. Indeed, robots harvesting information on the World Wide Web for a
wide variety of purposes — indexing and data-mining, for instance, account
for a good deal of usage. This state of affairs makes it difficult to assign data
to individual users or even categories of users. Even when websites have a
subscriber database, it is rarely possible to relate this information to the logs.
The database information itself, while useful, suffers from the fact that people
provide false names (Tony Blair and Mickey Mouse are regular users of The
Times website, it would seem) and, in any case, subscribers are not necessarily
users. Thus, while it is relatively easy to translate the IP address into a
domain name, typically all there is to work on is the location of the computer
and the name and type of organisation to which it belongs, and even this is
problematical, for an IP registration address need not have any bearing on the
computer’s actual location. For example, UK-based companies may (and
often do) decide to register their IP address in the USA.

Fortunately, deep log analysis (Nicholas et al., 2000; Nicholas et al., 2005;
Nicholas et al., 2007a), developed by CIBER researchers to combat the frus-
trations experienced in trying to employ proprietary log software to provide a
nuanced, but at the same time very big picture of information behaviour, can
add demographic data to the trace. Indeed, when enhanced by user demographic
data, logs can tell us far more about the kinds of people who use a service/
system and the outcomes resulting from its use. Still, although this way logs
do plot particular forms of behaviour from which needs can be inferred, such
as requirements for very current or huge amounts of information, they do not
directly record users’ needs, motives or intentions; nor do they measure satis-
faction. Method triangulation is thus plainly the name of the game: what the
logs are good at is highlighting patterns of use, identifying broad sweeps of
information-seeking behaviour that can be further investigated for their validity
and significance during interview or questionnaire surveys.
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Information needs analysis

Ensuring the effective information
enfranchisement of the digital consumer

The just-concluded review of information needs analysis, its purposes, impor-
tance, recommended manner of conduct and attendant difficulties, hopefully,
leaves little room for doubt: only if people’s information needs and their ways
and means of coping with these needs are routinely monitored and evaluated,
can today’s vital requirement for effective information management and
retrieval be appropriately met. This has direct implications for all of us in the
present-day information environment, which sees us all fending for ourselves
when it comes to sorting out our information needs. Indeed, this state of
affairs has rendered the mastering of a basic comprehension of what infor-
mation needs analysis is all about quite crucial for obtaining the positive
outcomes we (and society) want. However, the need for taking a holistic approach
to information needs concerns first and foremost information service provi-
ders. Expected to come up with up-to-date, swiftly delivered, custom-made,
targeted, authoritative and qualitative solutions for meeting the constantly
changing needs of information seekers, they have little choice but to collect
and analyse information needs data as comprehensively as possible, and on
an ongoing basis, too. Thus, keeping a watchful eye on individual information
needs and practices should be an inescapable imperative for information pro-
fessionals, a key management activity, the basis for all decision-making pro-
cesses; hence the importance of their taking note of the needs analysis
framework proposed here.

Indeed, information professionals all agree, and have done so for decades,
that it is very, very important to understand their users, but have made almost
no progress towards attaining their proclaimed goal. Rather the contrary, in
fact: with the number of the ubiquitous (and anonymous) digital consumers
amounting to many hundreds of millions in result of the information free-for-
all, undoubtedly information professionals know far less about their user base
than they ever did. The result of this wholesale neglect is leading to fatal
consequences: information professions are increasingly being decoupled from
their consumers, a process which threatens to culminate in professional
Armageddon. The now disintermediated seekers of information have massive
and unfettered choice and are quite happy to take matters into their own
hands, simply doing it themselves, often badly, of course.
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Unfortunately, although far too much is going on in the information world
for complacency to reign, information professionals have been (and still are)
complacent about their customers — real and potential. In the IT fog they
seem to have lost their way, thinking all too readily that the solution, any
solution, lies in the technology. Ironically, though, each new system and each
new upgrade in point of fact takes them ever further from the consumers and
their information needs. That is why the mission of this book is to get infor-
mation professionals to re-affirm their professional vows with their customers:
to connect and reach out in an era of disintermediation, disconnection and
decoupling. The very personal nature of the information needs assessment
process can, in itself, contribute to this, but, of course, it goes far beyond that:
the close contact between information service provider and information con-
sumer is the only way to ensure that the information service reflects the
mainstream activities of the community it serves and provides truly persona-
lised responses to information seekers’ needs. Plainly then, information needs
assessments should become a vital part of information professionals’ armoury:
the methodology is there, the technology is there, the opportunity is there; all
it takes is their moving closer to their clients, the consumers.

It is to be hoped that information professionals will rise up to the challenge,
but, in any case, this book sets out to show the information consumers how to
connect effectively to information and best meet their needs by themselves
(perhaps aided by teachers, call-centre managers, citizens’ advisers and the like).
Indeed, it is vital for everyone to take up the torch; otherwise, instead of capi-
talising on the information cornucopia available to us all at the touch of a
button or click of a mouse, we shall, as a society and a world, be guilty of blowing
one of the greatest gifts anyone could have, that of information.
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